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Determination of the atmospheric concentrations and lifetime of trichloroethane 
(CH3CC13) is very important in the context of global change. This halocarbon is involved 
in depletion of ozone, and the hydroxyl radical (OH) concentrations determined from its 
lifetime provide estimates of the lifetimes of most other hydrogen-containing gases 
involved in the ozone layer and climate. Global measurements of trichloroethane indicate 
rising concentrations before and declining concentrations after late 1991. The lifetime of 
CH3CC13 in the total atmosphere is 4.8 i 0.3 years, which is substantially lower than 
previously estimated. The deduced hydroxyl radical concentration, which measures the 
atmosphere's oxidizing capability, shows little change from 1978 to 1994. 

T h e  hydroxyl radical (OH) is the major 
oxidizing chemical in the lower atmosphere 
and is responsible for the destruction of 
almost all hydrogen-containing gases in- 
volved in the chemistry of the ozone layer 
and the radiati1.e forcing of climate. Be- 
cause the global distribution of OH cannot - 
presently be measured directly, it must be 
.deduced from global measurements of atmo- 
spheric gases that are destroyed by OH, 
such as l , l ,  1-tr~chloroethane (methyl chlo- 
roform, CH,CCl,). Trichloroethane is a 
purely anthropogenic volatile chemical and 
is restricted under the Montreal Protocol 
for the protection of the ozone layer. 

Concentrations of CH3CC1, have been 
measured at five globally distributed stations 
4 to 12 times daily oL7er the time period July 
1978 to June 1994 in the Atmospheric Life- 
time Experiment (ALE) and its successor, 
the Global Atmospheric Gases Experiment 
(GAGE) (1-3). When combined with in- 
dustrial emissions estimates, measurements 
of CH,CCl, can be used to determine its 
rate of destruction, and thus its lifetime, in 
the lower atmosphere. The global weighted- 
average lower atmospheric concentration 
and trend of OH is then derived frorn this 
lifetime (1-4). The derived OH concentra- 
tions can be used in turn to determine the 
lifetimes, and thus the potentials for strato- 
spheric ozone depletion and global warming, 
of a wide range of chemicals (5, 6). 
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ALE-GAGE Measurements 
and Calibration 

The ALE-GAGE stations are located in 
Ireland, Oregon, Barbados, Samoa, and 
Tasmania at coastal sites generally remote 
from industrial and urban sources. Thev are 
designed to measure accurately the trhpo- 
soheric trends of trace eases whose lifetimes " 

are long compared to global tropospheric 
mixing times (7). In ALE-GAGE, 
CH,CCl, is analyzed in real time with mi- 
croprocessor-controlled gas chromatographs 
that have silicone-coated nacked columns 
and electron capture detectors (1-3). On- 
site calibration in\.olves alternate analyses 
of dried outside air and dried gas frorn an 
on-site tank that is calibrated relative to 
working standards before and after its sev- " 

eral-month use at the site (8). 
Absolute calibration of the CH3CC1, 

working standards, and hence of the mea- 
surements reported here, has been 
achielved recently using a "bootstrap" 
technique as a part of the GAGE follow- 
on, the Advanced Global Atmospheric 
Gases Exnerirnent IAGAGE). In this 
technique, the accurately known absolute 
calibration for CO, is used together with " 

accurate measurements of the N 2 0  to C02  
and CH3CC13 to N 2 0  ratios in standard 
gas mixtures to provide the final CH3CCl, 
calibration (9). This calibration technique 
is suoerior to the microsvrinee dilution , " 

method used to prepare the previous ALE- 
GAGE calibration (3 ,  10). The new 
method uses larger quantities of gas, is 
based on more accurately known mixtures 
with lower major to minor component 
ratios, and achie1.e~ a very high reproduc- 
ibility of 0.1%. The method also includes 
the addition of 10 torr of H 2 0  in each 
CH,CCl, dilution step to passilvate elec- 
tropolished stainless steel container sur- 
faces, whereas the previous ALE-GAGE 

standards were prepared in similar con- 
tainers using dry (<0.02 torr H 2 0 )  "zero 
air" for dilution. We have confirmed that 
without this passivation, standard gas mix- 
tures stored in these containers can be 
depleted significantly in CH3CCl,, thus 
leading to erroneously high reported at- 
mospheric values. Analysis of four of the 
current ALE-GAGE working standards 
relative to the new CH,CC13 AGAGE 
standard indicates that the CH,CCl, ab- 
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solute concentrations reported here are 
0.818 of the pre\.iously reported ALE- 
GAGE concentrations (3,  10). This sig- 
nificant lowering of the absolute concen- 
tration means that our deduced CH,CCl, 
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lifetime, and OH concentrations and trends, 
differ considerably from previous estimates 
(3). The units for the CH,CC13 measure- 
ments reported here are dry-air mole frac- 
tions expressed as parts in 10" (ppt). 

Monthly mean mole fractions x and 
standard deviations a computed from the 
approximately 120 to 360 measurements 
made each month in ALE-GAGE are 
shown in Fig. 1. These high-frequency mea- 
surements also resolve important short-term 
variat~ons in trace gas concentrations with- 
in each month. These variations include 
pollution events at the mid-latitude stations 
in Ireland, Oregon, and Tasmania, invo11,- 
ing sharp increases abo1.e background levels 
caused by regional circulation changes 
bringing air to the stations from nearby 
industrial regions (3). In contrast, at tropi- 
cal stations, the large north-south gradients 
in CH,CC13 concentration combined with 
changes in interhemispheric circulation 
lead to either increases or decreases when 
air originates from the north or south, re- 
spectively (3). We assume that the mea- 
surements, when averaged over time scales 
of a month or longer, are indicative of the 
region between the surface and the 500- 
mbar atmospheric height in the sernihemi- 
sohere in which the station lies. Therefore. 
we specifically omitted periods of obvious 
local pollution at Ireland, Oregon, and Tas- 
mania frorn the data used here to calculate 
x and a (11). 

The latitudinal gradients in X, the larg- 
er a in the Northern compared to the 
Southern Hemisphere, and the annual cy- 
cles (Fig. 1) can be explained in terms of 
distances from sources (largely Northern 
Hemisphere mid-latitude), intensity and 
seasonality of the global circulation, and 



the variation in the major CH,CCl, de- 
struction reaction 

OH + CH3CC13 + H 2 0  + CH2CC13 ( 1 ) 

caused by the seasonal cycle (with summer 
maximum) in OH concentrations (3). Also, 
the Samoa data are sensitive to the El 
Nifio-Southern Oscillation (ENSO). Spe- 
cifically, the Samoa data is in phase with 
Tasmania during El Nifio and out of phase 
otherwise, which is attributed to modula- 
tion of cross-equatorial transport by the 
ENS0 (3). 

Recent Decrease in CH3CC13 

The global measurements (Fig. 1) show that 
the concentration of CH,CCl, has de- 
creased significantly since 1991. This rep- 
resents the first actual decrease in atmo- 
spheric concentration recorded for any 
halocarbon restricted under the Montreal 
Protocol on Substances that Deplete the 
Ozone Layer (1 2). The observed x can be 
expressed as functions of time t (in years) by 
the empirical model 

where the coefficients a, b, d, c, and s are 
determined optimally by weighting each x 
by the inverse of oZ. The Pi are Legendre 
polynomials of order i, and t is measured 
from the beginning of the 2N-year inter- 
val of interest. To evaluate a, b, and d, 
we divided the data into two intervals: 
one with increasing x (July 1978 to June 
1990) and one with decreasing x (July 
1990 to June 1994). We evaluated c and s 
for the entire period, adding the polyno- 
mials P, and P4 to Eq. 2 to better fit the 
full data set. 

In Eq. 2, the average values over the 2N 
years for the rate of change of x (trend) and 

the rate of change of the trend are given 
respectively by b/a and d/a. Combining Ire- 
land and Oregon and averaging the trends 
at the resulting four stations, we then ob- 
tain "global" CH,CCl, trends of 4.5 + 
0.1% per year (1978 to 1990) and -2.2 + 
0.4% per year (1990 to 1994). Similarly 
averaging the rates of change of trend, we 
obtain global rates of change in the 
CH,CCl, trend of -0.3 + 0.1% year-2 
(1978 to 1990) and -3.8 + 0.8% year-2 
(1990 to 1994). Statistically significant an- 
nual cycles are seen in Ireland, Oregon, 
Barbados, and Tasmania, with amplitudes 
given by c/a and sla (Table 1). An obvious 
annual cycle at Samoa, although not appar- 
ent from Table 1, is apparent if one divides 
the data into El Nifio and non-El Nifio 
periods (Fig. 1) (3). 

Lifetime of CH3CC13-Methods 

The atmospheric lifetime T of CH,CCl, in 
an atmospheric region is the amount of 
CH,CCl, in that region divided by its rate 
of destruction in (or removal from) the 
same region. To deduce T values from x and 
industrial emissions, we use an optimal es- 
timation inversion technique (13). The 
technique produces a best guess of the un- 
knowns (for example, T) contained in a 
vector y and their errors contained in a 
matrix C by minimizing the squares of the 
deviations between the observed (vector x) 
and model-calculated (vector x,) values for 
x or In X. The vector y is updated with each 
new month of data using 

Ay = CP'[PCP1 + N]-'(x - x,) (3) 

Here, P (and its transpose P') is a matrix 
containing the partial derivatives of the 
elements of x, with respect to the ele- 
ments of y; P is computed as a function 
of time in the same atmospheric model 
used to predict x, [we use the actual 
time series of these partial derivatives 

rather than a linear fit to the series as we 
have done previously (3, 13)]. The term N 
is a diagonal matrix whose nonzero ele- 
ments are the variances (oZ)  in x or In x 
at each site (Fig. 1). The matrix C, whose 
diagonal elements are the variances of the 
elements of y, is updated along with y 
using each month's observations (1 3). Es- 
timates of y can be obtained with each 
station data set alone or all station data 
sets simultaneously. 

The global atmospheric model used in 
the estimation technique is two-dimension- 
al, consisting of eight lower atmospheric 
and four upper atmospheric boxes with hor- 
izontal divisions at 90°N, 30°N, 0°, 30°S, 
and 90"s and vertical divisions at 1000, 
500,200, and 0 mbar. The four lowest boxes 
(500 to 1000 mbar) provide predictions for 
comparison with the ALE-GAGE observa- 
tions in the four semihemispheres, with the 
observations in Ireland and Oregon being 
combined for this purpose (3). Mean advec- 
tive and eddv diffusive transvorts in the 
model are specified from meteorological ob- 
servations and an optimal fit to global data 
for the chlorofluorocarbons CFC1, and 
CFZClz (13). Because the model does not 
simulate intra-annual variations attribut- 
able to instrumental performance or many 
natural meteorological phenomena, we use 
the 12-month running mean calculations of 
x from the model in x,. The model is then 
augmented by two empirical models that 
describe the spectrum of the differences be- 
tween the observations and model predic- 
tions (13). Input into the model are esti- 
mates of CH,CCl, emissions (Fig. 2), 
which are determined from global and re- 
gional sales and end-use data compiled by 

Fig. 1. Monthly mean mole 
fractions x and standard de- 
viations u for the CH3CC13 at 
ALE-GAGE stations. Where 
measurements from the ALE 
and GAGE instruments over- 
lapped in time, the data were 
combined by weighting 
equally ALE and GAGE 
monthly means to determine 
x and ALE and GAGE individ- 
ual measurements to deter- 
mine U. 
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I Fig. 2. Global and semihemispheric annual 
CH3CC13 emissions computed from industry 
data for the period 1970 to 1994: (A) global (solid 
line) and 90°N to 30°N (dashed line) emissions; 

Ima ' and (B) 30°N to 0" (solid line), 0" to 30% (dash- 
On dot line), and 30"s to 90"s (dashed line) emis- 

'm. sions (74, 15). For data from before 1970, emis- 
80 

Twtnmla sions were tabulated elsewhere (15). Units are 
1 O9 g (kilotons) per year. Uncertainty (1 U) in an- 

40 nual global emissions shown by the error bars is 
1978 1980 1982 1984 1988 1988 1- 1092 1994 IS96 22.2% (random). Not shown is the 21.5% (sys- 

Yaw 1 tematic) error. 
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Table 1. Average linear trend (b/a), rate of change in linear trend (d/a), and Grim, Tasmana, air (8). Values for b/a and d/a are given for the two perods 
amplitude of annual cycle (c/a and s/a) obtained by optmally flttlng Eq.  2 to the July 1978 to June 1990 and July 1990 to June 1994, whereas values for c/a 
monthly observations (Fig. 1) at each ALE-GAGE staton and the Ireland and and s/a are for the entire data set. Uncertainties are 1 o. 
Oregon statons combined, and also to the measurements of archived Cape 

July 1978 to June 1990 July 1990 to June 1994 July 1978 to June 1994 
Statlon 

b/a (% year-') d/a (% yearr2) b/a (% year-') d/a (% yearr2) c/a (%) s/a (%) 

Ireland 3.93 ? 0.07 -0.09 1 0 . 0 6  4 . 6 9  i 0.32 -4.56 i 0.55 0.64 i 0.31 -0.86 i 0.31 
Oregon 3.86 ? 0.10 -0.09 1 0.07 -0.89 i 0.33 -1.51 i 0.33 
Ireland-Oregon 3.98 1 0 . 0 7  -0.28 2 0.04 -0.03 i 0.28 - 1.24 i 0.28 
Barbados 4.18 i 0.06 -0.19 I 0.04 -2.89 2 0.24 -3.65 ? 0.49 0.62 ? 0.23 1 . 4 4  2 0.23 
Samoa 4.81 i 0.13 -0.32 1 0 . 0 9  -0.64 2 0.69 -3.08 2 1.23 -0.22 2 0.46 -0.21 ? 0.46 
Tasman~a 4.90 i 0.06 0 . 3 9  I 0.05 -0.53 ? 0.25 3 . 7 8  ? 0.46 0.87 ? 0.24 1.37 ? 0.24 
Alr archlve 4.97 i 0.1 1 -0.18 i- 0.09 -1.15 2 0.26 2 . 8 4  ? 0.50 

the industry (14-16). Uncertainty in these 
annual selnihernis~heric ernissions is esti- 
mated to be 22.2% (random error) and 
2 1.5% (systematic error) (1 5). Because our 
results are denendent on the trend in (and 
the magnitude of) the annual emissions, we 
also cons~dered emissions for 1978 to 1994. 
which possess the rnaxirnum and minimum 
trends in this time period consistent with 
their 20 (24.4%) random errors (3). 

Initial estimates of the T resulting from 
chemical destruction in each of the 12 at- 
mospheric boxes and loss to the ocean frorn 
the four lowest atmospheric boxes are ob- 
tained frorn global circulation and chemistry 
models and ocean observations (17). The T 

In the four upper atmospheric boxes and the 
7 from loss to the ocean in the four lowest 
atmospheric boxes were kept constant dur- 
ing each run of the inversion techniaue. 

boxes are dimensionless and were multi- 
plied by a single estimated coefficient a 
(which is the inverse of the lower atmo- 
spheric lifetime resulting from reaction 
with OH) ,  which provided an optimal fit 
between observed and modeled CH3CC1, 
rnole fractions and trends. Bv augmenting , - u 

a to account for the ocean sink, we obtain 
the inverse of the lower atmospheric life- 
time a *  11 7 ) .  We also estimated either the , ' 

linear trend p in a or a*. (caused by a 
trend in O H  concentrations) or the di- 
mensionless calibration coefficient (which 
mult~plies all the x values). Initial values 
for the unknowns (for example, a and p, 
or a and y contained in y )  and their 
uncertaintles (square roots of the corre- 
sponding diagonal elements of C) are tak- 
en as a = a 2 a, In y = 0.0 + 0.25, and 
p/a = 0.0 + 0.1 with the initial 

uncertai~lties being large to avoid biasing 
the final estimates. 

Lifetime of CH,CCI,-Results 

We determine the unknolvns using five 
methods that optimally fit different features 
of the data and have different sources of 
possible error (3, 13). Our first method 
(trend), which focused on fitting the mea- 
sured fractional trends dlnxldt, was insensi- 
tive to absolute calibration errors but sensi- 
tive to emission trends and modeling uncer- 
tainties. Figure 3 shows the convergence 
toward an estimate of the lower atmospheric 
inverse lifetime a", and Table 2 summarizes 
the results. The estimated lifet~me, assurned 
industrial ernissions, and model transports 
lead to a satisfactory fit to the observations, 
including the magnitude and phase lag of - 

The values of 117 resulting from reaction 
with OH in the eight lower atmospheric 

g 0 4  
I 
; 0 3 -  
> ' 0 2 1  

O l -  

0 -  ' ' 
1 9 7 8  1 9 8 0  1 9 8 2  1 9 8 4  1 9 8 6  1 9 8 8  1 9 9 0  1 9 9 2  1 9 9 4  

Year 

Fig. 3. Inverse lower atmospheric lifetime (a*) and 
I o uncertainty (error bars) estimated by applying 
Eq. 3 in the trend method (A) in the last forward 
r u n  in time and (B) in a backward run .  The next- 
to-last forward r u n  and the backward run yielded 
the same estimates as the last forward r u n  (as 
demanded for convergence and expected from 
the recursive Eq. 3). Before each run ,  the P matrix 
time series was recomputed with the estimate of 

140 - 

Ireland 

Year 

Samoa 

Year 

the tropospheric lifetime from the preceding run.  401 , 
I 40' , I 

Each run began with the estimates for the vector y 1980 1985 1990 1995 1980 1985 1990 1995 
(a*, vi from the end of the ~recedina run ,  but the Year Year 
, ., 
initial uncertainties in werk always reset to those Fig. 4. Observed x in each semihemisphere (dots) compared to the predicted x values from the four 
used in the initial r u n .  lowest boxes of the 12-box model (continuous lines) in the final forward run in the trend method. 
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the change in sign in the trend as one goes 
from north to south (Fig. 4). The trend 
method also provided an estimate of y = 
0.983, which is well within the assumed 
25% uncertainty in calibration (9). 

A second method (variable lifetime) es- 
timated the time average of cr (or a") and 
linear trend p in a (or a"), keeping y 
constant (unity). The time-averaged a" cal- 
culated by this method, which is sensitive to 
emission, calibration, and inodeling uncer- 
tainty, is shown in Table 2. In the third and 
fourth methods iconte~lt methods), the in- , . 
verse lifetimes were obtained by optimally 
fitting the observed annual changes in X .  
The content method was applied to the 
entire 16 years of data and also to each year 
of data alone followed by averaging the in- 
verse lifetimes from each year (annualized 
content method). The variable lifetime 
method and the two content methods are 
sensitive to emission, absolute calibration, 
and modeling errors (the latter involving 
assumed model lifetimes, lifetixne gradients, 
and exchange times). The fifth method fo- 
cuses on opti~llally fitting the measured con- 
centrations at individual stations relative to 
the global average (gradient method). The 
gradient method is sensitive to errors in the 
distribution of emissions with latitude and to 
certain modeling. uncertainties iinterhemi- " 

spheric transport rates, upper atxnospheric 
lifetime, and lower atxnospheric OH latitu- 
dinal gradients). 

We see good agreement between the 
lifetimes deduced by the trend and content 
methods (Table 2)  in contrast to our previ- 

ously published estimates based on the old 
absolute calibration (3). Also, the best es- 
timate (Table 2)  of the lower atmospheric 
lifetime ( l / a *  = 4.6 + 0.3 years) is signif- 
icantly lower than our previous best esti- 
mate of 5.7':;; years (3). Repeating the 
calculations in Table 2 wlth the old cali- 
bration yielded a trend-method lifetime of 
4.6 years (identical with the Table 2 value), 
variable lifetime and content and annual- 
ized content lifetimes of 6.0, 6.4, and 6.1 
years, respectively (in very poor agreement 
with the Table 2 values), and a best esti- , , 

mate lifetime of 5.7 years (essentially iden- 
tical with our previous best estimate, which 
was based on 12 rather than 16 years of 
data). These agreements are expected be- 
cause the trend method is not sensitive to 
absolute calibration, whereas the variable 
lifetime and two content methods are. 

Trend and Concentrations of OH 

The trend in a or a" (and thus in the 
weighted average OH concentration) de- 
duced by both the variable lifetime and 
annualized content methods is 0.0 ? 0.2% 
per year. The uncertainty here includes un- 
certainty in the emissions, emissions trend, 
absolute calibration, and model parameters 
(lower atmosphere to upper atmosphere ex- 
change time and upper atmospheric life- 
times). The inferred trend in the CH3CC13 
inverse lifetime and OH concentrations is 
sensitive to absolute calibration (3). Using 
the old calibration vields a trend bv the 
variable lifetime and annualized coiltent 

Table 2. Estimates of lower atmospheric Inverse lifetime a* and lifetime I /a* for CH,CCl, derived by five 
methods and data from a sites. Using data only from slngle sites, we find the trend lifetimes are 4.5, 4 6, 
4 9, and 4 8 years for Ireland-Oregon, Barbados, Samoa, and Tasmania, respectively. The content 
lifetimes are 4 5 years for each ste The quoted errors include emission, modeling, and callbration errors, 
which are added to observatonal uncertanty (that is, il/), and are determined by repeatng the runs for 
each method with the maximum and mnimum of emssions (75), trends in emissions (75), absolute 
calibration (9), upper atmospheric fetmes ( 7  7), equator-to-pole gradients In lower atrnospherc lifetimes 
resulting from OH ( 7  7), and lower atmospheric-to-upper atmospheric and interhemispheric exchange 
times (73), to determne the errors caused by each. The square root of the sum of the squares of these 
errors then provides the quoted uncertainties. The "best estimate" IS obtained by summing the trend, 
variable ifetme, content, annualized content, and gradient inverse ifetmes with equal (20%) welght. 
Similar results, including the same best estimate ifetme, are obtained with independently assessed 
emissions (76). Uncertainties are 1 u. 

Case a* (year-') 1 la* (years) 

1 Trend fetme w~th emission trend and model 0 21 7 t 0.025 4 6':,: 
uncertainties Included 

2 Variable lifetime w~th emiss~on, calibration, 0.222 t 0.017 4.5:;:; 
emission trend, and model uncertainties 
Included 

3. Content lifetime with emission, calibrat~on, and 0.222 i- 0.01 7 4 5:::; 
model uncertalntles included 

4. Annualized content lifetime w~th emission, 0.223 t 0 01 8 4 5': 2 
calibratlon, emission trend, and model 
uncertalntles included 

5 Gradent lifetime w~th em~ss~on and modeling 0.208 t 0.034 4.8';: 
uncerta~ntles included 

6. Best estimate 
Standard error 0 21 8 t 0.009 4.6';:: 
Basic (full range) error 0,218::;::: 4.6';;; 

methods that is essentially the same value 
reported in (3), namely, 1.0 ? 0.896 per 
year. The differences between our new val- 
ues and those reported previously for the 
CH3CC13 lifetime and the trend in OH 
result, therefore, largely from the change in 
absolute calibration. 

To convert the deduced CH3CC13 lower 
atmospheric inverse lifetimes in each lower 
atmospheric box in the model to average 
OH concentrations, we subtract the loss 
rate due to the ocean in the four lowest 
lower atmospheric boxes to yield CH,CC13 
lifetimes .ri in each box due to OH alone 
(1 7). Using the rate equation for Reaction 1 
between OH and CH3CC13, these 7, are 
related to the average OH concentrations 
[OH], in each box i by 

1/7i = k,(Ti)[OHl, (4)  
where k, is the temperature-dependent rate 
constant in box i for the reaction of OH 
with CH3CC13 and T, is the average tem- 
perature in box i (1  8, 19). These procedures 
can also be applied to the entire lower 
atmosphere and yield a CH3CC13 lower at- 
mospheric lifetime ( l / a )  due to OH of 4.9 
? 0.3 years (compared to l /a*  = 4.6 + 0.3 
years including the ocean sink) and a tem- 
perature and atmospheric density-weighted 
average OH concentration of (9.7 2 0.6) x 
lo5 radicals cmP3 (the OH uncertainty does 
not include errors in rate constants). 

The lower atxnospheric (500 to 1000 
mbar) lifetilne 7, of any other gas "x" due to 
reaction with OH can be deduced from the 
above results by 

where fxi is the fraction of the total lower 
atmospheric mass of gas x in box i,  and 
k,(T,) is its temperature-dependent rate 
constant ( 18, 19). Carrying out the summa- 
tion in Eq. 5 over all 12 boxes yields the 
total atxnospheric (0 to 1000 mbar) lifetime. 
For CH3CC13 itself, the total atxnospheric 
lifetime is 4.8 ? 0.3 years. For the radia- 
tively and chexnically important gas meth- 
ane, Eq. 5 yields a lower atmospheric life- 
time due to OH of 8.0 + 0.5 years and a total 
atmospheric lifetime of 8.9 i- 0.6 years with 
model-calculated f, and methane strato- 
spheric lifetime (20). Similarly, for the hy- 
drochlorofluorocarbon CHFzCl (HCFC-22), 
the tropospheric and total atmospheric life- 
times are 10.5 i- 0.7 and 11.5 ? 0.7 years, 
respectively. 

Summary 

Atmospheric concentratxon of the volatile 
anthropogenic chemical CH3CC13, which 
was steadily increasing at 4.5 ? 0.1% per 
year un t~ l  mid-1990, has subsequently de- 
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creased at a rate of 2.2 ± 0.4% per year (all 
stated uncertainties are l a ) . This recent 
rapid decrease is consistent with its short 
lifetime and recent industrial emission re­
ductions. The observed decreases began in 
early 1991 in the Northern Hemisphere and 
in mid-1992 in the Southern Hemisphere, 
reflecting the predominantly Northern 
Hemispheric emissions of this industrial 
chemical and the approximately 1-year in-
terhemispheric exchange time. The mea­
surements, combined with industrial emis­
sions, were used in an inverse method to 
deduce a globally averaged CH3CC13 lower 
atmospheric lifetime (200 to 1000 mbar) of 
4.6 ± 0.3 years and a total atmospheric 
lifetime (0 to 1000 mbar) of 4.8 ± 0.3 years. 
Assuming a lifetime for loss of CH3CC13 to 
the oceans of 85 years, we deduced a global 
weighted-average lower atmospheric OH 
concentration of (9.7 ± 0.6) X 105 radicals 
cm - 3 . The rate of change of this OH con­
centration is 0.0 ± 0.2% per year, implying 
that the oxidation capability of the lower 
atmosphere has not changed significantly 
from 1978 to 1994- Our conclusions con­
cerning the OH concentrations and trend 
depend on the accuracy of the industrial 
emission estimates and our new absolute 
calibration. For methane (CH4), these OH 
concentrations imply lower atmospheric 
and total atmospheric lifetimes of 8.0 ± 0.5 
and 8.9 ± 0.6 years, respectively. The de­
duced lifetimes for CH3CC13 and CH4 are 
substantially less and the deduced OH con­
centrations substantially more than previ­
ous estimates (3, 5, 6). This lowers substan­
tially the potential of these two gases (and 
most other hydrogen-containing gases) for 
affecting the ozone layer and climate com­
pared to previous estimates (5, 6). The 
constancy of the lower atmospheric OH 
concentration implies that increasing OH 
levels cannot serve as an explanation for 
the observed dramatic decreases in CH4 

trends and CO concentrations in recent 
years (21). Also, increases in lower atmo­
spheric OH levels, expected as a result of 
recent accelerated total ozone depletion 
(22), must, at least at low latitudes, be offset 
by other factors (despite the fact that the 
above CO decreases would tend to lower 
the rate of OH destruction). 
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Protein Folding Intermediates: 
Native-State Hydrogen Exchange 

Yawen Bai, Tobin R. Sssnick, Leland Mayne, 
S. Walter Englander* 

The hydrogen exchange behavior of native cytochrome c in low concentrations of de- 
naturant reveals a sequence of metastable, partially unfolded forms that occupy free 
energy levels reaching up to the fully unfolded state. The step from one form to another 
is accomplished by the unfolding of one or more cooperative units of structure. The 
cooperative units are entire omega loops or mutually stabilizing pairs of whole helices and 
loops. The partially unfolded forms detected by hydrogen exchange appear to represent 
the major intermediates in the reversible, dynamic unfolding reactions that occur even at 
native conditions and thus may define the major pathway for cytochrome c folding. 

U n d e r  native conditions, a sinall fraction 
of any population of protein lllolecules oc- 
cupies each possible higher energy, partially 
unfolded state, including even the fully un- 
folded state, as described by the Boltzmann 
distribution. The study of these partially 
unfolded forms (intermediates) iuay illumi- 
nate the fundaiuental cooperative nature of 
protein structure and define the unfolding 
and refolding pathways of a protein even 
though the intermediates are normally in- 
visible to measurement. The energy levels 
and therefore the occupation of these con- 
formationally excited states can be manip- 
ulated by denaturants and temperature. Hy- 
drogen exchange experiments can then de- 
termine the hydrogens exposed in each 
higher energy form, their rates of exchange 
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with solvent, and their sensitivity to the 
perturbant. From this we can infer, respec- 
tively, the structure, the free energy, and 
the surface exposure of each protein form. 

Results for cvtochrolne c reveal a small 
sequence of distinct partially unfolded 
forms with progressively increasing free en- 
ergy and degree of unfolding. These appear 
to represent the major intermediates In the 
unfolding and refolding pathways of cyto- 
chrome c. 

Hydrogen exchange theory. Exchange- 
able ainide hydrogens (NH) that are in- 
volved in hydrogen-bonded structure can 
exchange with solvent hvdroeens onlv - . u 

when they are transiently exposed to sol- 
vent in some kind of closed to open reac- 
tion (1 -3) ,  as indicated in Eq. 1. 

K,,,, 1k.1, 

NH(c1osed) NH(open) -+ exchanged 

(1 
In the almost universally observed lim- 

NAGW-732 and NAGW-474 (R.G.P, and J.H.), 
NAGW-732 (F N A ,  D.M C., D E.H ) ,  and NAGW- 
2034 (R F.W and B R M.); National Oceanc and At- 
mospheric Admin~stration (NOAg contract NA85- 
RAG051 03 (P.G.S.), Chemical Manufacturers Assoc- 
atlon contracts FC-85-567 (P.G S )  and FC-87-640 
(P J.F); United Kingdom Department of Environment 
contract PECD 7/10/54 (P.G.S.), Commonwealth 
Sc~entif~c and Industrial Research Organization 
(P.J F); and Bureau of Meteorology, Melbourne, Vlc- 
torla, Australia (P.J.F.) Valuable local support at the 
ALE-GAGE statons was provided by D Brown (Mace 
Head, Ireland), P. Sealey (Ragged Point, Barbados), 
C. Brunson and M W~ney (Cape Matatula, Samoa), 
and L. Porter (Cape Grim, Tasmana) We thank R. A 
Rasmussen and A J. Crawford for the~r contribut~ons 
to the ALE-GAGE experiment, ncudng operaton of 
the Cape Meares, Oregon, and Cape Matatula, Sa- 
moa, stations before 1989. F~nally, we thank M. KO, N. 
D. Sze, D Weisenste~n, C. H Jackman, and A R.  
Dougass for kndly providng results from ther two- 
dimensonal models used in our analyss 

itine case. referred to as EX2 (for bimolec- - 
ular exchange) ( I ) ,  the structural opening 
reaction enters the rate expression as a pre- 
equilibrium step. The exchange rate of any 
hydrogen, kex, is then determined by its 
chemical exchange rate in the open form, 
kc,,, multiplied by the equilibrium opening 
constant, Kc)1, (Eq. 2). 

Since the free peptide rate, kch, is known 
from model studies (4-6), the measure- 
ment of kex leads to Kc,1, (Eq. 2) and the free 
energy for the dominant opening reaction, 
AG,,, (Eq. 3). 

where R is the eas constant and T is the " 
absolute temperature. Any structurally 
blocked hydrogen inay be exposed to ex- 
change by many different unfolding reac- 
tions with differing KoL, values. The opening 
with the greatest Kc,1, (smallest AG,,) will 
dominate the hydrogen exchange behavior. 

The hydrogen exchange behavior mea- 
sured here is in the EX2 limit. This is shown 
by the agreement between the AG,, values 
calculated for various hydrogens with dis- 
parate kc, values (Figs. 1 to 5). In the 
alternative EX1 case ( 1 )  (monomolecular 
exchange) the exchange rate is indepen- 
dent of kc,,, and therefore correcting the 
different hydrogens for their kCh differences 
would make AG,, values controlled by the 
same opening appear to be disparate. 

Opening reactions that may determine 
protein hydrogen exchange rates have been 
discussed in terms of the breakage of single 
hydrogen bonds ( j ) ,  the concerted local 
unfolding of small protein segments (3,  8), 
and whole molecule unfolding (9-1 1). " .  
Here we deal with a new class of large but 
still subglobal unfolding reactions. All these 
cases, although different structurally, are 
governed by the same mathematical rela- 
tions (Eqs. 2 and 3). 
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