
On Low-Barrier Hydrogen Bonds tion in the gas phase or in crystals where 
they actively participate in the collective 

and Enzyme Catalysis phenomenon of crystallization by forming 
infinite chains of HBs strengthened bv res- 

Although we agree that hydrogen bonds 
are important in enzylne catalysis, we dis- 
agree with the contention of Cleland and 
Kreevoy (1) and Frey et nl. (2) that "lolv- 
barrier hydrogen bonds" (LBHBs) can ex- 
plain enzylne catalysis by supplying up to 20 
kcall~nol of energy by "resonance-stabiliza- 
tion." The stabilization of hydrogen bonds 
(HBs) and hence their catalytic effect is 
largely electrostatic in condensed phases, 
including proteins. This is in addition to 
other "generic" electrostatic effects which 

onance. However, in a polarLliquid or at the 
enzyme active site, the hydrogen bond will 
be polarized in such a way as to attain a large 
solvation energy, and this makes the LBHB 
~~nfavorable (Fig. 1). That is, the solvation 
energy is much larger for the concentrated 
charge of the X- H-X configuration than for 
the delocalized charge of the X-1/2 H X-'l2 

solution. The simplest way an enzyme could 
acco~nplish this would be to have strong 
noncovalent interaction with the transition 
state. The t~vo main colnoonents of such 
noncovalent interactions are steric (van der 
Waals) and electrostatic (8). As argued by 
Warshel and Levitt 19). the electrostatic ~ ,, 

effect is the Inore likely candidate for tran- 
sition state stabilization, although there 
may be cases where steric effects are impor- 
tant. Calculations by ourselves and others 
on trypsin (10, 1 I ) ,  subtilisin (5, 6), car- 
bonic anhydrase (12), triose phosphate 
isomerase ( 1  3,  14), and ~ta~hyloccocal nu- 
clease (15) show that stabilization of the 

system as is well established by studies of 
S,2 reactions and related proble~ns ( 1  9,  20). 
Thus a polar solvent (not only water) or a 
nearby ion will favor the asymmetric non- 
LBHB configuration. This point is con- 
firmed b\- calculations by Kidric et al. (21 ) 
and by a Inore quantitative ab initio free 
energy perturbation study (Fig. 1). With this 
fact in mind and with the realization that 
enzvlne active sites stabilize ionic transition 

are also important. Kre agree that HBs can 
contribute up to 5 kcall~nol to transition 
state stabilization 13-7): however. the ~ . , ,  

source of that effect is the reduction in the 
reorganization energy of the environment 
(frequently representeil by nearby HBs), 
rather than LBHB stabilization (5-7). Of 
course, the vh~lsics of HBs involves Inore 

transition state by electrostatic factors is 
sufficient to account for the lnaior Dart of , 
the catalytic effects of these systems; no 
other effects need to be added "deux ex 
machina." Let us exnlain lvhv the LBHB is 

stat& by solvating rather than disolvating 
them (16), we conclude that such sites will 
stabilize the asv~nmetric configuration in 

L ,  

than simple electrostatics. However, as we 
sho~v below, analyzing the corresponding 
energetics leads to the conclusion that LB- 

not the "missing link" in enzyme catalysis. 
1) The fact that LBHBs can have ener- 

gies of up to 30 kcallmol in the gas phase is 
not relevant to any energy gain these bonds 
might provide in solution or in the enzylne 
active site (16). In order for the LBHB 
concept to have an existence separate from 
electrostatic effects (which include "nor- 
mal" hydrogen bonds), it should supply the 
enerev bv "covalent" interactions. A de- 

which the proto; would be locaczed in one 
of the double wells. 

3) The assertion that similar values for 
the pK, (negative logarithm of the acidity 
constant) donor and acceutor are central 

HBs destabilize ionic transition states rela- 
tive to asvrn~netric HBs as well as the cor- 
respondink case in water and thus leads to 
''anti~atal~sis." 

Enzvme catalvsis occurs when the en- 

for stabilizing transition states in enzyme 
catalysis is not a general rule. For example, 
as argued hy Frey et i l l . ,  the oxyanion hole of 
the serine proteases achieves considerable 
transition state stabilization without pK, 
equivalence. This stabilization can be quan- 

zylne binds the transition state Inore strong- 
ly than the corresponding transition state in 

u ,  , 

scription of hydrogen bonding that takes 
polar solvation into account woulil indicate 
that the solvation energy of a "polarized" 
double-well HB is Inore than enough to 
offset the "covalent" stabilization. Anv 

titatively  nodel led by simple electrostatic 
effects (5, 6)  without adding any LBHB 
contributions (which are probably smaller 
in the enzyme than in the reference reac- 
tion in solution). The other cases described 
by Cleland and Kreevoy (1) can be ratio- 
nalized in a similar way. 

4 )  According to Cleland and Kreevoy 
( I ) ,  one of the requirements for forming 
LBHB is the absence of water molecules. 
This requirelnent is difficult to fulfill, as 
water ~nolecules must be thermodvnamical- 

Roo = 2.4 

wGas phase 

Roo = 2.8 A 

Polar envlronment 

transltlon state atab~l~zat~on a t t~~buted  to 
LBHB can probabl) be ~nterpreted s~mph  a5 
electrostat~c (1 7). 

2) The observat~on of a short hyd~ogen 
bond In a ~ o l a r  enllronlnent cannot be 
used to estimate its strength, identify the 
source of its stabilization, and conclude that 
it can be used for catalyzing a reaction. A 
recent study (18) showed that a short HB 
urovides onlv moderate stabilization of an 

ly quite stable in the polar environment of 
the active site (22), and would be nearbv 

enzyme-inhibitor complex. It is conceivable 
for HBs to attain high resonance stabiliza- 

(and contribute to the polarity of the site) 
even when they are pushed out of the cav- 

Proton transfer coordinate 

Fig. 1. The energetcs of the H O  HOH system 
in the gas phase and In polar environment (that 
IS, water). The free energy curves were obtained 
by free energy perturbation calculatons with the 
use of a combined ab n t o  molecular mechanics 
method (28). The calculatons involve a collnear 
0- H - 0  arrangement. Each free energy curve 
was obtained with the 0-0 dstance that results 
In the lowest energy in a gven environment The 
proton transfer coordinate is taken as the 0 - H  
distance. Because a concentrated charge is sol- 
vated more strongly than a "distrbuted" one, 
the asymmetric configuration is stablzed rela- 
tlve to the LBHB configuraton. 

Fig. 2. A schematic rep- 
resentatlon of the free 
energy sutface perpen- a 
dlcular to the actual re- F action coordinate at the g 
transition state of the hy- o 

drolysis reaction cata- 
lyzed by serne protease 
The proton transfer (PT) 
coordlnate corresponds 
to the position of the pro- 

Polar solver 
B H-A 

, , 

~t / Nonpolar solvent Enzyme I 

Proton transfer coordinate 

ton between Asp- and H i s +  of the "catalytic trad " The lowest point on each adabatc free energy curve 
(E,,) corresponds to the transition state of the gven system. Note that the relevant reaction is not along 
the PT coordnate. (A) Polar solvent (B) Nonpolar solvent. (C) Enzyme 
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ity. Many of these water molecules may not 
show up in the crystallographic structures 
because of their mobility. An example of 
the role of active site water molecules in 
stabilizing transition states is given by 
Hwang and Warshel [figure 13 in (5)]. Per
haps more importantly, as a functional en
zyme must solvate ionic intermediates 
strongly, it utilizes its polar residues to pro
vide large solvation effects even in a case 
where the active site is truly isolated from 
water. Such a polar active site will have a 
similar effect on LBHB as does water. 

To address the LBHB concept in a more 
quantitative way, we can relate it to the 
energetics of HBs using the valence bond 
(VB) representation {23). In particular, one 
can take the Empirical Valence Bond 
(EVB) Method [for example, (20)], cali
brate it by using ab initio gas phase calcu
lations and experimental information about 
the system in solution, and then use it to 
analyze LBHB in proteins. Such analysis 
(10, 25) demonstrated the anticatalytic na
ture of LBHBs. The same conclusion would 
be reached by any treatment that includes 
the solvation effects in a logical framework. 
A typical HB system is considered (Fig. 2) 
in terms of two resonance structures (A~H-
B+) and (A-H B) with free energy surfaces 
El and E2, respectively, and obtain the adi-
abatic free energy surface (Ead) by mixing 
these two diabatic states. The degree of 
mixing of the two states determines the 
importance of the LBHB effect. When the 
two states have similar energy, the mixing is 
large (Fig. 2B) and the corresponding reso
nance stabilization effect can be identified 
with the nonelectrostatic LBHB effect. On 
the other hand, when the energy difference 
is large, we will have small mixing and 
therefore a small LBHB effect. All H bonds 
have some resonance stabilization (or 
"charge transfer" character), but only if the 
effect is much larger in the enzyme than in 
the same system in solution does one need 
to consider LBHB effect on catalysis. The 
easiest system with which to explore this 
issue is the serine protease class studied by 
Frey et al. In contrast to their hypothesis, 
the ApKa between the catalytic His and 
Asp is very different from zero. This has 
been established quantitatively by calcula
tions that considered the covalent interac
tions (necessary for a "nonelectrostatic" 
LBHB effect) explicitly (10, 25) and repro
duced the known facts about the values of 
pKa of the relevant groups in the enzyme 
active site. In this case, the only way to 
stabilize the system (to lower the minimum 
of Ead) is to stabilize the ionic state 
(A~HB+), as the enzyme does not interact 
strongly with the neutral configuration. 
Trying to exploit the LBHB effect by desta
bilizing the (A~HB+) state and thus driv
ing the ApKa to zero will destabilize the 

system (Fig. 2B). The enzyme indeed stabi
lizes the ionic state (25). This point is 
confirmed by the fact that the protein re
duces the pKa of Asp 102 by providing a 
network of HBs to this acid (10, 24). 

Cleland and Kreevoy (I) note in their 
introduction that "enzymologists have long 
wondered, for example, how enzymes find it 
so easy to remove protons from carbons 
next to carboxylate groups." A similar puz
zle is provided by triose phosphate isomer-
ase (TIM), where the enzyme removes H + 

from C near a phosphate dianion. As sug
gested by one of us (P.A.K.), (13, 14) the 
enzyme can achieve this by electrostatic 
stabilization of the enediolate mainly by a 
histidine and a lysine. It has preoriented 
these groups during synthesis of the enzyme, 
analogously to how host-guest systems are 
preorganized for molecule binding. Thus, 
both the His and Lys+ play an important 
role of stabilizing the anionic enediolate 
transition state and that effect is the key to 
the catalysis of the enzyme. 

In the other enzymes analyzed by Cleland 
and Kreevoy (I) there is no reason to expect 
that anything other than electrostatics are 
required to explain the origin of the stabili
zation of the transition state. Excellent ex
amples are metalloenzymes, such as staphy
lococcal nuclease (12, 15) and thermolysin. 
In this case a large catalytic contribution is 
provided by the positively charged metal ion 
(in its specific protein dielectric). This 
changes the pKa of the catalytic water by 
more than seven units (or 10 kcal/mol) and 
provides a crucial help in a proton transfer to 
a base (or to O H - from the surrounding 
solvent). The new pKa might be similar to 
that of the base, but this does not lead to 
LBHB stabilization. The enzyme is designed 
to stabilize the O H - by its polar active site 
(particularly the metal ion) and "spreading" 
this charge between the donor and acceptor 
by having a free-floating H would cost too 
much in terms of the solvation of the system. 

The problems with the LBHB concept 
for 0~H-X ^ O-H X~-type systems can 
also be illustrated with the oxyanion hole in 
serine protease. In this and other related 
cases there are at least two protein HBs and 
several water molecules stabilizing the 
oxyanion (5). Transferring the proton to 
oxyanion from one of the HB donors will be 
opposed by the second protein HB which is 
aligned to stabilize the oxyanion. This ar
gument is more general: if the enzyme is 
preorganized to electrostatically stabilize 
one ionic state of an acid-base couple, it is 
highly unlikely that anything would be 
gained by transferring the proton, because 
that would remove the electrostatic stabili
zation (26). This enzyme preorganization is 
analogous to that incorporated in simple 
host-guest systems, in which hosts optimally 
bind their guests. For example, the binding 
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of adenosine triphosphate by protonated 
amine analogs (27) of crown ethers will, if 
anything, increase the ApKa of the phos
phates and amines. 

One may argue that the enzyme micro-
environment can in principle do anything, 
including LBHB formation. There are, 
however, simple energy constraints that 
drastically restrict the available options. In 
particular, if enzyme active sites were really 
constructed to have a single HB in a non-
polar environment, the transition state 
would have much less stabilization than in 
water and resemble the upper part of Fig. 1. 

Several of the LBHB examples presented 
by Cleland and Kreevoy (I) involve true 
proton transfer (PT) steps rather than sta
bilization of charged transition state. Of 
course, the transition states of PT steps 
involve resonance stabilization, as Ex — E2 

at these points. However, the same effect 
occurs in a nonenzymatic PT reaction and 
it has no particular catalytic advantage. 

Finally, the reader might wonder about 
the relationship between experiments and 
the computational work that we cite here. 
We can only state that we are not aware of 
any direct measurement of the energetics of 
LBHB in transition states. On the other 
hand, calculations that reproduce the ob
served catalytic effect of HBs [for example, 
(25)] indicate that the corresponding 
LBHB is anticatalytic. 
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Resbonse: Tobin, Whitt, and I did not state 
u 

the groups involved, without changing the 
wave functions determined for them in 
isolation. By this criterion strong hydro- 
gen bonds are not simply electrostatic. 
They give rise to characteristic changes in 
electronic spectrum ( 1  ), vibrational spec- 
trum ( 2 ) ,  and nuclear maonetic resonance 

in our report that hydrogen bond stabiliza- 
tion corresponding to 30 kcal/mol is realked 
in catalysis by serine proteases. We raised 
the question of how strong the LBHB be- 
tween His5' and Asp1" ih and we specifi- 
cally excluded 30 kcal/rnol. Further, we 
pointed out that the decrease in rate upon 
disruption of the LBHB corresponds to 104 
to lo5, or 5 to 7 kcal/mol in activation 
energy. This is an important amount of ca- 
talysis. The statement by Warshel et ul. that 
all hvdrogen bonding effects in condensed 

a much less attenuating matrix than an 
asueous solution. We think these observa- 
tlons support our statement that hydrogen 
bond strength in enzymes may reach 20 
kcallmol in favorable cases. We do not 
dispute that a good deal of this can be 
mimicked bv an electrostatic calculation. 

u 

spectrum (3). These spectroscopic changes 
can only be understood if the electronic 
and vibrational wave functions of the hv- 

especially if the dielectric constant and 
the interatomic distances are not exactly 
known, and can be suitably adjusted. 
However, the spectroscopic evidence cited 
above indicates that such a calculation 

drogen bonded partners are changed by 
the formation of the hydrogen bond. Fur- 
ther, there is no generally agreed way to 
partition the binding energy of atoms 
whose van der Waals radii overlan. Thus. 

misrepresents the physics. Further, it is 
generally agreed by enzymologists that an 
enzyme active site is not equivalent to 
aqueous solution, and that one important 
role of the conformation changes that set 

, - u 

phases are weak electrostatic effects is not 
supported by experimental observations. 

1)  Microenvironments at enzymatic ac- 
the statement that the interaction is elec- 
trostatic because the binding energy can 
be mimicked with an electrostatic calcu- 
lation containing arbitrary parameters is 
misleading. It is based on the wave func- 

tive sites. 
Warshel et al. state that hydrogen 

bonds in condensed phases are strictly 
weakly electrostatic in nature and that 
there are no strong hydrogen bonds. Their 
computational models for enzymes assign 
an essentially liquid solvent state to active 
sites. This is an arbitrarv assumntion. Ev- 

u 

up catalysis is to squeeze most of the water 
out of the active site. Unlike a solvent, the 
enzvme-substrate interactions that War- " 

tions of the interacting system, not the 
isolated reactants, and on a particular par- 
titioning scheme. It should be noted that 
Gilli (4)  has concluded that as "the 
0 . . . 0 distance is shortened from 2.80 
to 2.40 A ,  the hydrogen bond is trans- 
formed from a dissymetrical 0 -H  . . . 0 
electrostatic interaction to a covalent and 
symmetrical 0 . . . H . . . 0 bond." 

Warshel et al. argue that hydrogen 
bonds in an enzyme active site will be 
weak because of solvation effects, and irn- 

she1 et al. refer to can be evolved to sta- 
bilize a distributed charge as well as a 
localized charge. 

Warshel et al. quote a recent paper 
[reference (18) in their comment] as indi- 
cating that a very short hydrogen bond in 
an enzyme-inhibitor complex is not a 
strong one. This is a misinterpretation of 
the data. First, the measured dissociation 
constant of the inhibitor was not extrap- 
olated to a pH where the inhibitor is 
protonated, and this must be done to get 

idence that substrate mdlecules'are desol- 
vated at active sites is overwhelming. The " 

nonliquid nature of enzyme surfaces is ev- 
idenced most simply by the presence of 
hundreds of fixed water molecules at the 
water-protein interface of any enzyme. 
Bulk water is oenerallv excluded from the 

u 

interiors of enzymes, where the packing 
densities are 0.7 to 0.8, or approximately 
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that of a solid ( 1 ) .  Vacant active sites are 
packed slightly less densely (0.6 to 0.7), 
but are much Inore de~lsely packed than 
liquids (0.4 to 0.5), and active sites that 
are filled by substrates or reaction inter- 
mediates are more densely packed. Many 
tvnes of enzvrnes exlude water from their , 

substrates as a prerequlsite to effective ca- 
talysis. Examples include enzymes that 
protect radicals from quenching by water 
or enzymatic groups. Ribo~lucleotide re- 
ductase is an e x a ~ n ~ l e  that contains a sta- 
ble tyrosine radical. Active sites generally 
have Inore in cornlnon with a solid state 
than a liquid state from the standpoint of 
the interactions of the substrate with en- 
zymatic groups. It is i~lcorrect sirnply to 
assign a liquid solvent state to an active 
site. Such an environment must be proven 
on a case-bv-case basis. 

To be "seful, computational models 
must satisf)~ two tests: They must account 
for experi~nental observations, and they 
must predict the results of new experiments. 
Several ex~eri~nental  observations are not 
in accord with the idea that hydrogen 
bonds are strictly electrostatic or that they 
can not be stronger than about 5 kcal/mol. 

2)  Effects of hydrogen bonds on cova- 
lent bonds. 

Polar covalent bonds are both covalent 
and ionic in nature, and there is no reason 
a b~iori to assinn strictlv electrostatic char- 
ac;er to the &aker hidrogen bonds. In a 
recent paper, the lengths of covalent 0-H 
bonds engaged in 0-H . . . 0 hydrogen 
bonding were colnpared with the H . . . 0 
distances in a large number of molecules 
(2 ) .  The dependencies of the covalent 
lengths were s~noothly dependent on the 
separations of H . . . 0 and 0 . . . 0, with 
no signs of discontinuities. The shorter the 
hydrogen bond the longer the covalent 
b ~ n d . ~ T h e  0 ;. . 0 distances ranged from 
2.95 A to 2.2 A, ;nd the Ho. . . 0 distances 
ranged from 1.2 A to 2.0 A. 

3) Interactions of carboxylic acids with 
imidazoles. 

Warshel et al. state that the only corn- 
nlex between a carboxvlic acid and the 
imidazole group is an ioliic complex of the 
type RCOOp----HImt. They base their 
conclusion on the results of coulombic 
cornputations that assign all stabrlization to 
electrostatic attraction. They dispute the 
possibility that pK, values of the peptides 
Asp and His can be similar in the active site 
environment. A small nart of the difference 
between our views may be semantic; there- 
fore, I will define terms. The term nK. is 

L d 

generally used to place acidities on a scale. 
We did not say that the aqueous pK<,'s of 
Asp and His are similar, only that their 
pK,'s In their respective microenvlron- 
lnents can be similar. The nK.'s of carbox- 

L <. 

ylic acids are higher in organic solvents 

than in water. For example, the dissociation creased by complexation with N-methyl- 
constants of carboxylic acids in water are imidazole and that they do not necessarily 
generally 10' times higher than in ethanol form ionic complexes. For example, the 
(3). The acidities of positively charged acids complex between acetic acid and imida- 
such as imidazoliu~n ions are much less sol- :ole in organic solvents is nonionic and 
vent dependent. Matching of group pK<,'s in incorporates a weak hydrogen bond. 
enzv~natic microenvironments does not re- These results are similar to those renort- 
fer ;o matching in aqueous solution. For a ed by other groups for complexation' be- 
given group, we may refer to an aqueous pK, tween pyridines and carboxylic acids. The 
and a mic~oenei~onmental  pK,, which may results of nuclear rnagnetic resonance and 
not be the same. infrared spectroscopic studies are reviewed 

Mv students and I have stitdied the bv Dena-Szafran and Szafran 15). 
nuclear magnetic resonance properties of 
1 : 1 co~nplexes formed between carboxylic 
acids ranging in aqueous pK, frorn 0.23 to 
4.76 with hT-methyl-imidazole dissolved in 
CDCl,, CD2C1,, or C,D, (4) .  A plot of 
chemical shift for the acidic proton on 
the ordinate against aqueous pK, on the 
abscissa reveals a biphasic relationship. The 
slope is positive from aqueous pK, 0.23 
to 2.2 and negative 

' 4) YStrengths of hydrogen bonds. 
A principal contelltion of Warshel et al. 

is that all hydrogen bonds in condensed 
states are similar and weak, -5 kcal/rnol. 
This view does not explain several spectro- 
scopic and chemical observatio~ls. The pK<, 
values in aqueous solutions of the com- 
pounds l H +  to 3H+ range from 4.6 to 16.1 
(6,  7). Thus, cornpound 3 is a stronger base 

u 

from aqueous pKcl H,C CH, 

2.2 to 4.76, and the H,N+ 
H3C4 ,,, I &CH3 

is 18.3 ppm. The / / 
chemical shifts for IH+ 2H+ 3Hi 
the 2-proton of hT- ( p K ,  = 4,6) ( p ~ ,  = 12.3) ( p ~ ,  = 16.1) 

lnethylirnidazole in 
the same co~nplexes range from 8.9 ppln than hydroxide ion. The pK, of 1H+ is 
for the strongest acid to 7.6 ppln for the unexceptional and slightly higher than 
weakest, with the ~nidnoint value of 8.2 that of anilini~un ion, that is, rnuch lower 
pprn corresponding to an aqueous pKJ of than an ordinary primary alkylammonium 
2.2. These colnnare with 8.9 Dnm for N- ion because of resonance. The nK. of 2H+ 

A .  

methylimidazolium p-toluenesulfonate 
and 7.4 ppm for N-methylirnidazole itself. 
For carboxylic aqueous pK<,'s above 2.2, 
the co~nplexes are increasingly nonionic 
and the acidic protons are increasingly 
shielded as the aqueous pK, of the carbox- 
ylic acid increases. For acids with aqueous 
pK,'s below 2.2, the complexes are in- 
creasingly ionic and the acidic protons are 
increasinelv shielded as the nK. of the 

. '1 

is higher than that of an ordinary tertiary 
arll~nonium ion. Steric inhibition of reso- 
nance owing to the bulky rnethyl groups 
could elevate the pKcl to perhaps that of 
ally1 dimethylammonium ion, which is 
8.79 (8), but not to 12.3. The pK~, of 16.1 
for 3H+ is even higher and makes it a 
stronger base than the hydroxide ion. Be- 
cause of steric inhibition of resonance, the 
~nethoxvl substituents should not be acid " ,  L ', 

carboxylic acid decreases. The ~ninirnum weakeniAg. Indeed, their i~lductive elec- 
shielding of the acidic proton occurs in tron withdrawing effects should make 
iV-methyl-imidazole complexes formed by them acid strengthening. Nevertheless, 
carboxylic acids exhibiting aqueous pK,'s the pK, is 16.1. Therefore, 3H+ must be 
of 2.2. This is about 4.8 nK units lower stabilized internallv bv some means to the 

L ', 
than the aqueous pK, of hT-methylirnida- extent of at least 10 kcal/mol relative to 
zolium ion, and this difference corre- the allyl di~nethyla~nmoniurn ion. Also, 
snonds to the exnected differential solvent si~nnle tertiarv arnmonium ions such as 
effects on the aqueous pK,'s of the two allyl di~nethyla~nlnoniu~n ion derive some 
species. That is, in the organic solvents 5 kcal/ rnol of stabilization from hydrogen 
the acidity, or rnicroenviron~nental pK,, of bond donation to water, which is impos- 
a carboxylic acid is matched with that of sible for 3Ht owing to steric crowding. 
N-~nethvlimidazoliitm when the aaueous Loss of stabilization through hvdronen " , -  
pKJ of the acid is 2.2. The chemical shift bond donation to lvater must be overcome 
differences likely represent differential hy- by internal stabilization in 3H+,  so we 
drogen bond strengths, and the strongest ~ l l i~s t  add 5 kcal/lnol to the 10 kcal/mol. 
hydrogen bond in this system is probably This gives an estimate of about 15 kcall 
between N-methvlimidazole and a carbox- ~ n o l  for internal stabilization in 3Ht .  Hib- 
ylic acid with an aqueous pKa of 2.2. These bert and Ernsley suggest the strong inter- 
experiments also show that the pK,'s of nal hydrogen bond as the source of this 
ordinary carboxylic acids are not de- stabilization (9). If strong hydrogen bond- 
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ing is not the source of internal stabiliza- Section 550,  348 (1994). at 39OC, as these cells could not traverse the 
tion for 3 ~ + ,  we will have to invent a new 3.  R. P. Bell, The Proton in Chemistry (Cornell Univ. 

Press, lthaca, NY, 1959). p. 46. G,/M boundary and arrested in late G2  (6), 
physicochemical phenomenon to explain 4 ,  J ,  B ,  ~ ~ b ~ ~ ,  S.  A. w h l n ,  C. S .  Cassldy, p. A. F ~ ~ ~ ,  In whereas FM-3A cells traversed the cell cy- 
the basicity of compound 3. preparation cle at either temperature (6). 

perT A. F~~~ 5 Z. Dega-Szafran and M. Szafran, Heterocycles 37, Actinornycin D (Act D; an RNA synthe- 
627 (1 994). 

Institute for Enzyme Research, 6 ,  F, Hlbbeit and G, R ,  Slmpson, J ,  Chem, Sot,, Pedo,n sis inhibitor), hydrogen peroxide (H202) ,  
University o f  Wisconsin Trans. 2. 243 (1987). ultraviolet (UV) B radiation, VP-16 (a topo- - .  
171 0 University Avenue, 7 .  F. Hibbeit, ibid.. p. 1862. isomerase I1 inhibitor), cyclohexirnide ( ~ h x ;  

Madison, WI 53705-4098, U S A  ~ [ i ~ ~ ~ ~ ~ ~ , " d ~ , " 7 , " ~ ~ d i ~ , " , " i , " , " ~ ~ , " ~ ~ ~  an inhibitor of protein synthesis), and C2- 
Sober, Ed, (CRC Press. Cleveland. OH, 19701, p, ceralnide (a sphingolipid i~n~licated as a set- 
J-187. ond messenger in apoptosis induced by 
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p34cdc2 and Apoptosis 

Recently, Lianfa Shi et al. ( I ) reported on 
the involvement p34cdC2 in two instances of 
apoptotic cell death. As apoptosis exhibits 
several features reminiscent of mitosis, it 
has been suggested that some of the cell 
cycle components that drive cells into mi- 
tosis may also be responsible for triggering 
apoptosis. The serine-threonine kinase, 
p34ck2, is essential for entry into mitosis 
and, if prematurely activated, can induce a 
process resembling apoptosis that has been 
termed "mitotic catastrophe" (2).  

Fragmentin-2, a cytotoxic cell granule 
serine protease, can trigger apoptosis in cells 
exposed to this protease in combination 
with perforin, a pore-forming cytotoxic 
granule protein (3). Apoptosis induced by 
fraementin-2 and ~erforin was shown bv - 
Shi et al. to be accompanied by a dramatic 
increase in p34cdc2 kinase activity and to be 
inhibited by a p34cdC2 substrate peptide ( I  ). 
Also, FT-210 cells, which carrv a temDera- 
ture-sensit~ve p34cdc2 that prekaturel; de- 
grades at 39°C ( 4 ) ,  resisted apoptosis in the 
presence of fragmentin-2 and perforin or 
staurosporine after pre-incubation at this 
temperature ( I  ). These and other recent 
observations (5) suggest that p3qdC2 may 
play a key role in several forms of apoptosis. 

To explore whether p34cdc2 activity is a 
general requirement for apoptosis, we used 
the FT-210 cell line, in combination with 

Cytoplasm Nucleus 
1 2 3 4  1 2 3 4  

a diverse array of apoptosis-inducing stim- 
uli, to ask whether these cells generally 
died less rapidly after culture at the restric- 
tive temperature of 39°C (p34cdc2 degrad- 
ed), as compared with the kinetics of cell 
death after culture at 32°C (normal 
p34CdC2 content). 

FT-210 cells degraded their p34cdc2, but 
not another cell cycle-associated kinase 
(p33cdk2), when incubated at 39'C versus 
32'C (Fig. I ) ,  as previously reported (4). 
No changes in amounts of Cdc2 were de- 
tected in parental FM-3A cells under the 
same conditions (Fig. 1). Decreases in 
p34cd'2 were also reflected in changes to the 
cell cycle profile of FT-210 cells incubated 

posed to a range of concentrations of each 
agent. To minimize potential kinetic differ- 
ences between the rate of apoptosis at 32OC 
versus 39'C, exposure to the various agents 
was conducted at 37OC ( I  ). Cell death was 
quantitated 18 to 24 hours later. 

Rather than being resistant to the induc- " 
tion of apoptosis after pre-incubation under 
conditions that degraded t334CdC2. FT-210 

u 

cells proved to be equally susceptible to 
several of the apoptosis-inducing stimuli 
tested, whether pre-incubated at 32OC or 
39°C (Fig. 2). In each case, the cell deaths 
observed were accompanied by typical fea- 
tures of apoptosis, such as condensation and 
fragmentation of the nucleus as well as 
DNA cleavage (6). G2-arrested FT-210 
cells actuallv moved to be more susce~tible , 

to undergoing apoptosis in response to UV 
irradiation and H 2 0 2 ,  but the reasons for 
this are unknown. 

Concentration (pM) 

100 
UV irradiation 

Exposure time (min) 

Fig. 1. Western blot detection of p34CdC2 (top Fig. 2. Cell viability, as assessed by PI dye uptake (8) of FT-210 cells pre-incubated at either the 
panel) and p33Cdk2expression in FT-210 (columns permissive or restrictive temperature, followed by a further 18-hour incubation (at 37°C) in the presence 
1 and 2) versus FM-3A cells (columns 3 and 4) or absence of the indicated stimuli. For UV B irradiation, culture dishes were placed on a 302 n M  UV 
after a 24-hour incubation at the permissive transilluminator and were irradiated from below for the indicated periods of time, as previously described 
(32°C; columns 1 and 3) or restrictive (39°C; col- (7). Each data point is derived from counts performed on 5000 cells. All treatments were carried out in 
umns 2 and 4) temperature. triplicate. Results shown are representative of six independent experiments. 
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