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Fig. 4. Calculated relation between the depth of
the martian core-mantle boundary and the sulfur
content, based on our experimentally determined
density data for FeS IV. Dashed line indicates the
depth of Mg-silicate perovskite stability.

pure FeS core (16), deeper than previous
calculations (11, 14). The reason for this
difference is that FeS IV is much more
compressible than earlier assumed. For a
model mantle composition of Mars (12)
with 13.9 weight % sulfur in the core, the
martian core-mantle boundary is located
at a depth of 2000 km (about 24 GPa),
deeper than the silicate perovskite stabil-
ity field. A core with at least 30 weight %
sulfur is required to eliminate a silicate
perovskite lower mantle in Mars (Fig. 4).
In comparison with the internal structure
of the Earth, Mars may have only a thin
layer of lower mantle (~200 km) but sim-
ilar density discontinuities.

Melting relations in the Fe-FeS system
have been used to constrain the tempera-
tures of the interior of planets in many
planetary models (17). The discovery of
the transformation of the high-pressure
phase FeS IlI to the high-pressure-temper-
ature hexagonal phase FeS IV has a signif-
icant impact on the understanding of
melting relations in the FeS and Fe-FeS
systems and of solution behavior in sys-
tems such as Fe-S-O at high pressure and
temperature. Changes in the physical
properties of FeS at high pressure and
temperature, such as density and chemical
bonding, will lead to changes in melting
temperatures and melting behavior in bi-
nary (for example, Fe-S) or ternary (for
example, Fe-S-O) systems. These changes
also have profound implications for the
incorporation of lighter elements into
iron-dominant cores of terrestrial planets

(18).
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Managing the Evolution of Insect Resistance
to Transgenic Plants

D. N. Alstad” and D. A. Andow

The evolution of resistance in pests such as the European corn borer will imperil trans-
genic maize varieties that express insecticidal crystal proteins of Bacillus thuringiensis.
Patchworks of treated and untreated fields can delay the evolution of pesticide resistance,
but the untreated refuge fields are likely to sustain heavy damage. A strategy that exploits
corn borer preferences and movements can eliminate this problem. Computer simulation
indicates that this approach can delay the evolution of resistance and reduce insect
damage in the untreated fields of a patchwork planting regime.

Maize, cotton, potatoes, and tobacco have
now been genetically engineered to express
crystal protein (cry) genes from Bacillus thu-
ringiensis. Maize varieties nearing commer-
cialization are toxic to many Lepidoptera,
including Ostrinia nubilalis (Hiibner) [Pyral-
idae], the European corn borer, one of the
most injurious pests of maize in North
America. A potential problem with genet-
ically engineered crop varieties is the evo-

D. N. Alstad, Department of Ecology, Evolution, and Be-
havior and Center for Community Genetics, University of
Minnesota, St. Paul, MN 55108-6097, USA. E-mail:
dna@ecology.umn.edu

D. A. Andow, Department of Entomology and Center for
Community Genetics, University of Minnesota, St. Paul,
MN 55108, USA.

*To whom correspondence should be addressed.

SCIENCE ¢ VOL. 268 < 30 JUNE 1995

lution of resistance in target pests (1).
Insect resistance to transgenic plants has
much in common with resistance to pesti-
cides. Potential management strategies
against pesticide resistance include the ap-
plication of multiple tpxiﬁ's in mixtures or
sequences (2, 3), the use of high toxin
concentrations to make ékpression of the
resistance alleles more recessive (3-5), and
the distribution of the toxin in spatial
patches interspersed with nontoxic refuges.
Because the efficacy of toxin mixtures re-
mains controversial, discussion of resistance
management in transgenic crops has fo-
cused on the relative merits of the “high-
dose” strategy and spatial refuges (2—6).
Comins and others (3—6) have shown
that random gene exchange between select-
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ed and unselected insect populations in a
patchwork can delay the evolution of resis-
tance. For some systems, the unselected ref-
uge may be a nonagricultural area or an
alternate crop, but in the Midwest of the
United States, corn borer refuges of unpro-
tected maize will suffer yield loss. Here we
outline a patchwork management strategy
that incorporates insect movement and
preference to protect both toxic fields and
nontoxic refuges, while delaying the evolu-
tion of resistance. Although the structure
and parameterization of the model are spec-
ified for O. nubilalis and maize, our rationale
is applicable to the management of toxin
resistance in other vagile pests.

European corn borers are bivoltine
throughout much of the central North
American corn belt. In this region, the
insects overwinter as mature larvae, pupate
in the spring, and eclose as June adults to
mate and lay eggs. The June moths are
strongly attracted to the most mature maize
available for oviposition, and 10-fold differ-
ences in egg numbers can be observed be-
tween adjacent fields with differing phenol-
ogies (7). The offspring of June moths meta-
morphose into July and August adults
whose progeny become mature larvae by
the end of the growing season. Wintering
insects experience a heavy density-indepen-
dent mortality that is undercompensated by
spring reproduction.

Our model simulates the evolution and
population dynamics of O. nubilalis in a
patchwork habitat of early and late-planted
fields, with cry toxin restricted to the most
phenologically advanced and attractive
units. We assume that there is a diallelic
locus with a resistance allele segregating at
low initial frequency among the insects. We
also assume that adults do not detect and
avoid crop units where their developing
larvae will encounter the toxin. Simula-
tions are initialized by imposing density-
independent overwinter mortality (8).
Then, as illustrated in Fig. 1, each genera-
tion involves four steps.

In the first step, adult migration causes
the introgression of susceptible alleles into
the toxic maize, retarding the selective
increase of resistant allele frequency. Mi-
gration also causes resistant alleles to en-
ter the nontoxic fields, and unless resis-
tance has a cost in the absence of cry
toxin, it will ultimately increase to fixa-
tion under most realistic conditions. Re-
striction of cry protection to the earliest,
most preferred fields causes spring migra-
tion to be strongly biased, with net move-
ment from nontoxic fields into toxic ones
(9). Thus, the vagility and preference of
O. nubilalis cause phenologically advanced
maize to function as a trap crop, reducing
insect density on less mature varieties or
later plantings in adjacent fields. Because

preference differences between early and
late-planted maize are more complicated
during the flight period of August adults,
we use a random, unbiased migration pro-
cess in the second generation.

The generation’s second step, reproduc-
tion, is simulated as constant per capita

DI monali)ty

{overwinter)

IHeproduction| ‘Reproducﬁon]

| DD survival| [ oD survival |

Toxic field

DI mortality
(overwinter;

DD survival

Reproduction

fl REPORTS

oviposition, and population sizes jump to
reflect this recruitment (10).

In the third step, toxin-induced mor-
tality affects young larvae as soon as they
begin feeding on toxic plants. Changes in
pest population size and the frequency of
resistance alleles are determined by the

Fig. 1. Schematic of a bivoltine
simulation, with toxic (left) and non-
toxic (right) fields linked twice yearly
by adult migration. DI, density-inde-
pendent; DD, density-dependent.
The  first-generation  densities
graphed in Fig. 3 are measured at
dot 1 and the second-generation
densities are measured at dot 2.

Nontoxic field

Fig. 2. Allelic frequency changes with a

o o o
S =) @
T T T

Resistant allele frequencies
o
N
T

i

O

Fal ST SO T S T W T S SO S S S ST W

homogeneous toxic crop (squares), and
in a patchwork of toxic and nontoxic
maize varieties with random (circles) and
preference-biased (triangles) migration.
Parameter values (75) imposed moder-
ate density-dependent mortality and
overwinter survival typical in southern
Minnesota. Trajectories for the two
patchwork cases plot the population-
wide allelic frequency, calculated as a
weighted average of frequencies in the
toxic and nontoxic patches.
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Fig. 3. Insect densities at the end of the growing
season in (i) a nontoxic crop (squares, dotted line),
(i) a uniformly toxic crop (squares, solid line), and
in the toxic (solid line) and nontoxic (dotted line)
fields of a patchwork with (iii) random, unbiased
migration of June adults (circles), and (iv) prefer-
ence-biased migration (triangles). Parameter val-
ues (75) are identical to those used to generate
Fig. 2. Ordinal units are multiples of equilibrial den-
sity. The appearance of sustained densities above
equilibrium in the lower panel is an artifact of
graphing only the second annual generation. In
generations 9 and 10, the biased patchwork strat-
egy lowers first- and seobnd—‘generation insect
densities in the nontoxic fields by 83 and 53%,
respectively, relative to a uftifofm, nontoxic crop.
Corresponding reductions for the random patch-
work are 38 and 29%.
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relative fitnesses of the resistant and sus-
ceptible homozygotes, by gene expression
in heterozygotes, and by the toxicity of
transgenic maize. Because resistance
evolves more rapidly if the resistance al-
lele is dominant (1), the commercial ob-
jective is to achieve extremely high levels
of cry toxin expression (12) which will
cause intense selection and may cause a
high rate of heterozygote mortality, reduc-
ing dominance. No plant-induced mortal-
ity or selection occurs on nontoxic maize.

In the generation’s final step, density-
dependent larval mortality follows the mor-
tality resulting from exposure to cry toxin.
Because density-dependent mortality rates
in O. nubilalis are variable (13), we use a
two-parameter algorithm by Hassell that al-
lows a wide range of density-dependent ef-
fects (14). The number of surviving larvae
becomes an initial population size for Au-
gust adults, and we repeat the same four
simulation processes. After density-depen-
dent larval mortality of the second summer
generation, we impose density-independent
overwinter mortality and begin the next
seasonal iteration.

Figures 2 and 3 compare the evolution-
ary dynamics of resistant allele frequency
and the ecological dynamics of insect den-
sity that result under our assumptions of (i)
uniformly nontoxic fields, (ii) uniformly
toxic fields, and a patchwork of nontoxic
and toxic fields with (iii) random and (iv)
preference-biased migration during the
spring generation. In the patchwork simu-
lations we assume a 1:1 areal ratio of non-
toxic to toxic fields.

Our simulations show a large improve-
ment in the duration of toxin susceptibility
for a patchwork compared with uniform
plantings of transgenic maize (Fig. 2). In
addition, preference-biased spring migra-
tion reduces insect density in the nontoxic
fields relative to other cases (Fig. 3). This
qualitative pattern pertains over a wide
range of parameter values. Thus, by plant-
ing only part of the land with transgenic
maize and restricting these varieties to the
earliest, most attractive plantings, it is pos-
sible to delay the evolution of resistance
and reduce insect density in nontoxic fields.

Random, unbiased patchworks delay re-
sistance with damaging insect densities in
the nontoxic refuges, and any manipulation
that lowers refuge populations will increase
the average selection pressure on the pest,
accelerating its evolution. Our preference-
biased migration strategy mitigates this
tradeoff, because larval mortality acts dis-
proportionately against resistant insects
concentrated in the trap crop, lowering the
population-wide frequency of resistant al-
leles, delaying the evolution of resistance,
and reducing the density differential be-
tween toxic and nontoxic fields.
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Because our strategy requires toxic and
refuge fields within flight range of adult
corn borers on individual farms, its imple-
mentation will require significant educa-
tional effort. Economic incentives will fa-
vor adoption of the strategy when farmers
understand that they gain protection in two
fields for the price of one. Seed companies
could facilitate implementation by restrict-
ing cry toxin to long-season varieties that
are planted earliest and will be most attrac-
tive to corn borers. The strategy will also
create a market for late-planted, nontrans-
genic refuge varieties. Ultimately, propor-
tions and arrangements of treated and ref-
uge fields could be adjusted to the maize
phenologies and corn borer dispersal pat-
terns in different regions. This optimization
will require simulation with empirical mea-
sures of local selection and gene flow.

The qualitative results of our model sug-
gest that preference-biased patchwork strat-
egies will have important advantages over
uniform use of toxic maize varieties or un-
biased patchworks by prolonging toxin sus-
ceptibility in the pests and lowering the
costs of comn borer management.
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Migration will also affect the frequencies of resis-
tance alleles in both the toxic (p) and nontoxic (w)
regions. The new frequencies after migration will be
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We increase population size from adult to egg stage
by a factor F, interpretable as the average fertility of
adults. With a balanced sex ratio, £ will be half the
number of eggs produced per female.
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If A alleles are resistant and a alleles are susceptible,
we define the genotypic survival rates as L for AA
(resistant homozygotes), hL. + (1 — h)K for Aa (het-
erozygotes), and K for aa (susceptible homozy-
gotes), where h sets the dominance of the resistant
allele (when h = 0, resistance is fully recessive; when
h =1, the resistant allele is dominant). If p’ and p” are
frequencies of the resistant allele in the toxic region
before and after cry toxin exposure (andifqg = 1 — p),
then the recursion equations for surviving insect den-
sity and resistant allele frequency in the toxic region
are
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a single generation; values of b < 1 give a monoton-
ic, multigeneration approach to equilibrium, and val-
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The a parameter is the reciprocal of a threshold den-
sity below which density-dependent effects fade.
Our equations for this density-dependent adjust-
ment of larval population sizes for the toxic and non-
toxic regions are
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= 5 (10)

Note that we assume the density-dependent pro-
cesses to be unaffected by resistance genotype and
maize variety. If density-dependent mortality increas-
es in the toxic unit, then the relative performance of
our preference-biased pa@ohWérk will improve.

. Parameter values for the simulations in Figs. 2 and 3

are as follows: Xy = 1, Y, = 1,18, = w, = 0.0083, F =
100, L =1,K=0.001,h =0.025,G=1,a=4,pn
=001, b, =b, =07, s, =10, s, = 1 (for the
preference-biased patchwork) or s, = s, = 1 (for the
random, unbiased patchwork), and r; = r, = 0.95
(for the patchwork runs with migration), or ry = r, =
0 (for the uniform run without migration).
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