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A major revival in the use of classical electrostatics as an approach to the study of charged 
and polar molecules in aqueous solution has been made possible through the develop- 
ment of fast numerical and computational methods to solve the Poisson-Boltzmann 
equation for solute molecules that have complex shapes and charge distributions. Graph- 
ical visualization of the calculated electrostatic potentials generated by proteins and 
nucleic acids has revealed insights into the role of electrostatic interactions in a wide range 
of biological phenomena. Classical electrostatics has also proved to be a successful 
quantitative tool yielding accurate descriptions of electrical potentials, diffusion limited 
processes, pH-dependent properties of proteins, ionic strength-dependent phenomena, 
and the solvation free energies of organic molecules. 

Electrostatic interactions play a central 
role in a variety of biological processes. A 
detailed characterization of the  strength 
and nature of these interactions requires a n  
understanding of the physical chemical 
properties of molecules in  aqueous solution. 
Although the principles underlying solvent 
effects o n  solute properties have been un- 
derstood for Inany years, methods that 
translate these principles into accurate pre- 
dictions of experimental observahles were 
generally not  available. I11 the  past few 
years, there have been significant advances 
in  this direction, motivated prilnarily by 
problems of major hiolog~cal as well as prac- 
tical importance such as structure-based 
drug design and protein folding. 

Understanding the  properties of aqueous 
solutions recluires ~nodels  of the  solute, the  
solvent, and the  interactions hetween 
them. In the  lvidely used molecular me- 
chanics approach, solute or solvent mole- 
cules or both are described In terms of a 
"force field" where nonbonded van der 
Waals and electrostatic terlns account for 
most of the  details of intermolecular inter- 
actions. A proper description a t  the molec- 
ular level of solvent effects requires the 
calc~rlation of the  mutual interactions of a 
large number of molecules and the  averag- 
ing of these over many solvent configura- 
tions. T h e  daunting computational require- 
lnents of this approach have been partly 
overconle through theoretical advances and 
by continuing enhancements in computa- 
t ~ o n a l  power. Nevertheless, for Inany appli- 
cations, the explicit treatment of solvent 
molecules and mobile ions is not feasible. 

A n  alternative approach involves con- 
t inu~ lm or ll1acroscopic models, in ~vh ich  
solvent properties are clescrlhed in terms of 
average values. Continuum methods were 

The authors are n the Department of Biochemstry and 
Moecu!ar Bophysics, Coumba Universly New York, 
NY 10032, USA. 

"To whom corresuondence should be addressed 

widely used in the past but fell into disfavor 
with the advent of modern simulation tech- 
niques. However, macroscopic solvent 
models have experienced a resurgence in 
recent years, partly because of computation- 
al and algorithmic advances that have made 
it possible to describe solute molecules in 
atomic detail ~vhi le  treating only the sol- 
vent in terlns of average properties. In par- 
ticular, the  importance of classical electro- 
statics as provid~ng an  important qualitative 
paradigm and quantitative tool in  structural 
biology, hiochem~stry, and chemistry has 
been widely recogn~zed. 

The Poisson-Boltzmann Equation 

T h e  classical treatment of electrostatic in- 
teractions in solution is based on the Pois- 
son-Boltzmann equation (PBE) 

where q5(r) is the  dimensionless electrostat- 
ic potential In units of lcT/q ( k  is the Boltz- 
mann constant, T is the absolute tempera- 
ture, and q is the  charge o n  a proton),  E is 
the  dielectric constant, and pi is the fixed 
charge density ( in  proton charge units). 
T h e  term K~ = l/A2 = 87- ~q ' IlekT, where A 
is the Dehye length and I is the ionic 
strength of the  bulk solution. T h e  variables 
q5, E, K ,  and p are all functions of the  
position vector r. 

T h e  second term of Eq. 1 accounts for 
salt effects and is absent \17hen no mobile 
ions are present in  the system ( K  = 0) .  
Under this condition, Ecl. 1 reduces to Pois- 
son's equation, which in turn reduces to 
Coulomb's law when the  dielectric constant 
is  mif form throughout space. However, he- 
cause lvater is much more easily polarized by 
a n  electric field than are most solutes, a t  
least two E'S are required to  capture the 
~rnderlying physics of polar molecules in  
aqueous solution. T h e  effect of having two 

dielectric constants is expressed in  Eq. 1 
through the  derivative of ~ ( r )  in the  first 
term, which is nonzero only where e(r )  
varies. In  all of the  applications considered 
helo\v, this reglon corresponds to the  mo- 
lecular surface, where there is a dielectric 
"discontinuity" between the lo\v-e solute 
and the high-e solvent. 

A n  intuitlve understanding of the  effect 
of the  shape of the  solute-solvent interface 
can he obtained from the concept of in- 
duced surface charge. Poisson's equation 
call he recast with a single dielectric model 
(Coulomb's law), where charge of polarity 
opposite to that of +(r)  is induced a t  the  
molecular surface. A n  important example is 
the  simple case of a positive charge at the  
center of a l o w - ~  sphere, which induces a 
negative charge distributed over the surface 
of the sphere. T h e  positive potential in the  
solvent caused by the  fixed positive charge 
will be screened by the  negative surface 
charge; the higher the  solvent's value of E, 

the greater the surface charge, and hence, 
the greater the screening. Similarly, the  
favorable interaction of the fixed positive 
charge with its illduced negative surface 
charge (which produces a "reaction field") 
is the  basis of continuull1 solvation models. 
It is tempting to think of the induced sur- 
face charge as correspondillg to a n  align- 
ment  of water dipoles a t  the  molecular sur- 
face producing an  excess local charge, and 
indeed, this is part of the effect. However, it 
should he realized that the  surface charge 
description accounts for the  polarization of 
the  entire solvent. 

T h e  treatment of molecules in  solution 
used here follo\vs the  general treatment 
developed by Born (1  ), Kirkwood (Z), and 
Onsager (3) in  which a solute molecule is 
described as a 1o~v-e "cavity" elnbedded in  
a medium with a different value of e. 
Because analytical solutions to  Poisson's 
equation are only available for simple geo- 
metric objects, all applications of the  PBE 
to  molecules in  solution, until recently, 
r e q u ~ e d  a simpl~fying assunlption for the  
shape of the  solute and its charge distri- 
butlon. For example, small solutes and 
proteins were treated as spheres, D N A  as 
cylinders, and membranes as planes. Horn- 
ever, n~uner ical  solutions to the  PBE now 
make it possible to  describe the  shape of 
the  solute in  atomic detail while r e t a~n ing  
a simplified "continuum" description of 
only the  solvent. 

Although the discussion so far has fo- 
cused on Poisson's equation, many of the  
same concepts are applicable to the PBE as 
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well. Under conditions where &(r) is small , . ,  
relative to kT, the sinh term can be lin- 
earized by setting sinh(4) = 4, yielding 
the linearized PBE (which reduces to De- 
bye-Huckel theory when no dielectric dis- 
continuity is present). In the linearized 
PBE, the ion atmosphere behaves much 
like the hieh-E solvent in that both re- 

.J 

spond linearly to the electrical potential 
induced by fixed charges. In cases where 
the nonlinear PBE must be applied [for 
example, the ion atmosphere around high- 
ly charged macromolecules such as DNA 
or polylysine (4)], some of the simplicity 
of linear response theory is lost. 

Calculating Electrical Potentials 

The molecular surface is defined as the 
contact surface formed between the van der 
Waals envelope of the molecule and a 
probe solvent molecule (5). All regions in- 
side the surface are assigned a low value of 
E [-2 to 4 (6)], whereas exterior regions are 
assigned the E of water (-80). The charge 
distribution of the molecule is usuallv reD- , . 
resented in the form of point charges locat- 
ed at atomic nuclei. 

Numerical procedures to solve the PBE 
first require a discretization of some sort, for 
example, finite difference methods that 
map variables onto a grid. A number of 
analvtical and numerical techniaues have 
been reported that can describe molecular 
surfaces. even for com~lex molecules such 
as proteins, in a few seconds of computer 
time [CPU (central processing unit) time] 
on standard processors (7). 

The second step usually involves an 
iterative procedure, where an initial guess 
to a solution is refined successively. War- 
wicker and Watson re~or ted  the first nu- 
merical (finite difference) solution to the 
Poisson equation for a protein (8). This 
result was followed by finite difference 
solutions to the full linear (9, 10) and 
nonlinear PBEs (1 1). In recent years, a 
variety of numerical methods have yielded 
increasingly faster and more accurate al- 
gorithms based on grid-based (12, 13), 
boundarv element (14). and finite ele- 
ment mithods (15). '~.standard worksta- 
tion can now be used to calculate +(r) for 
a molecule in a solution of arbitrary ionic 
strength in seconds to minutes of CPU 
time, depending on the size of the mole- 
cule and the level of accuracy required in 
a particular application. 

Patterns of +(r) in Proteins 

Perhaps the most extensive application of 
continuum electrostatics in structural biol- 
ogy has been the visual representation of 
+(r) for proteins. [The plots of +(r) in this 
article are calculated with the DelPhi pro- 

gram ( 12, 16) and displayed with GRASP 
( 1 7).] Unexpectedly, proteins generate 
unique +(r) patterns that, in many cases, 
have an important functional role. In addi- 
tion to the specific location of charged and 
polar groups on the protein, the geometric 
shape of the molecular surface plays a cru- 
cial role in determining the form of the 
+(I). The effect of shape arises through the 
existence of a boundarv between the low-e 
and high-e regions. 

Numerical solutions to the PBE equation 
yield information not evident from the 
three-dimensional (3D) structure alone. A 
hard-sphere representation of acetylcholine- 
esterase (Fig. 1A) (18) shows a preponder- 
ance of negative charges on the face of the 
protein that borders the active site. How- 
ever. the existence of an intense electro- 
negative region centered in the active site 
(Fig. 1B) is not evident from the charge 
distribution in Fig. 1A. The pattern is due 
in large part to the depth of the active site 
pocket, which produces a dielectric dis- 

continuity with a distinctive shape. 
The effect of the dielectric discontinuity 

is evident in Fig. 2, A and B, which illus- 
trates the 4(r)'s involved in the formation 
of the trypsin-trypsin inhibitor complex 
(1 9). Although both molecules have a large 
positive net charge, they form a very tight 
intermolecular complex. Whereas +(r) for 
trypsin with a single E throughout space 
(Fig. 2A) would suggest that bovine pan- 
creatic trypsin inhibitor (BPTI) must dock 
into an area of large positive potential 
(which is highly unlikely given its own 
positive charge), a two-e model (Fig. 2B) 
produces a significant local domain of neg- 
ative potential at the binding site. 

Re~orts of  rotei in structures often in- 
clude color-coded pictures representing so- 

Fig. 1. Surface representations of acetylcholine 
esterase. (A) Space filling model (18). Atoms col- 
ored red are the oxygens of negatively charged 
carboxylate groups, and those colored blue are 
the nitrogens of positively charged basic groups. 
The substrate acetylcholine, which carries a net 
positive charge, is shown in yellow in the bottom 
of the active site. (B) Surface potential, displayed 
with GRASP (1 7). The molecular surface is color 
coded by electrostatic potential, as calculated 
with DelPhi (12) for the charges illustrated in (A). 
Potentials less than -10kT are red, those greater 
than 10kT are blue, and neutral potentials (0 kT)' 
are white. Linear interpolation was used to pro- 
duce the color for surface potentials between 
these values. The active site is clearly distinguish- 
able as a region of intense negative potential. 

Fig. 2. Electrostatic potentials characteristic of the 
trypsin-bovine pancreatic trypsin inhibitor (BPTI) 
complex. Secondary structure representations for 
trypsin (left) and BPTl (right). The complex (49) has, 
for clarity, been partially separated along the axis of 
interaction (horizontal and parallel to the page). 
Also shown for BPTl are the positions of the 
charged atoms for ionizable side chains, color 
coded as in Fig. 1A. The +(r)'s were calculated for 
the charged groups of trypsin alone and are illus- 
trated by a color-coded plane that slices through 
the binding site. The color code is the same as in 
Fig. 1 B but with extrema of 52kT. Contour lines 
are shown at -2, - 1, 0,  1 ,  and 2 kT (white, blue, 
green, red, and magenta, respectively) for poten- 
tials in this plane. The +(r)'s were calculated (A) 
assuming a uniform dielectric constant of 80 
throughout space and (B) assuming an interior di- 
electric constant of 2 for trypsin and 80 elsewhere. 
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tional roles. For example, Ryu et al. (27) 
observed that a negative +(r) site on an 
otherwise positive face of CD4 corresponded 
to a region implicated in cell fusion between 
HIV-infected cells and normal CD4-positive 
cells (Fig. 3C). MacDonald et al. (28), in 
analyzing their structure of NGF, noticed a 
positive groove at one end of the dimer. Six 
lysines line this groove, and their neutraliza- 
tion has a profound effect on the calculated 
+(r) for this surface (Fig. 3D). Using site- 
directed mutagenesis (SDM), Ibanez et d. 
(29) were then able to show that these ly- 
sines are essential for the binding affinity of 
NGF to its "low-affinity" receptor. 

The accuracy of the calculated +(r)'s 
(for example, Figs. 1 through 3)  can be 

tested by SDM. One approach, pioneered 
by Fersht and co-workers (30), is to use 
SDM to modify a charge at a particular 
site on the protein surface and to measure 
shifts in pK,, that is, the proton affinity, of 
acids and bases at other sites (K, is the 
acid constant). The change in +(r) calcu- 
lated at these sites can then be related to 
the shifts by the simple relation ApK, = 
A+/2.3RT (R being the gas constant). 
Loewenthal et al. (31) reported extensive 
studies of charge-charge interactions on 
different proteins as a function of ionic 
strength and found that PB calculations 
done with the DelPhi program yielded 
results that were in impressive agreement 
with experiment. 

lutions to the PBE. An im~ortant findine - 
that appears to be emerging from these stud- 
ies is that many intermolecular interactions 
involve associations between surfaces with 
complementary +(r)'s. For example, DNA 
binding proteins generally have regions of 
positive +(r) at the DNA binding interface 
(20). An example is shown in Fig. 3A, 
which displays +(r) at the surface of the 
processivity factor of Escherichia coli DNA 
polymerase 111 (21). This protein forms a 
"sliding clamp" that binds tightly but non- 
specifically to DNA. The protein has a large 
negative net charge (-22 per dimer) but 
nevertheless displays a significant positive 
+(r) on the inner DNA binding surface. 

A neutral surface can also be functionallv 
significant and is suggestive of hydrophobic 
interactions. Waksman et al. (22), in analyz- 
ing their structure of the Src SH2 domain in 
complexed and peptide-free forms, noticed 
that the binding site consisted of a neutral 
hydrophobic pocket, which binds isoleucine, 
and a region of positive +(r), which binds 
phosphotyrosine (Fig. 3B). A striking exam- 
ple of a functionally significant zero poten- 
tial region is provided by the F1 adenosine 
triphosphatase (ATPase) (23). The inner 
surfaces of its trimeric "wheel" and mono- 
meric "stalk" are essentially neutral, provid- 
ing a nonspecific, "greasy" axle for monomer 
rotation during ATP synthesis. In this sys- 
tem. the absence of charge in the interface - 
may be essential because it would be ener- 
getically implausible for rotations to occur if 
buried ion-pairs were broken in the process. 

Common electrostatic features within a 
family of related proteins can be identified 
by "electrostatic homology modeling," in 
which the primary focus is on the +(r) pat- 
terns rather than on specific residues or 3D 
structure similarities. One exam~le is ~rovid- . . 
ed by secretory phospholipases A*, which 
have common asymmetries in their +(r)'s 
that appear to correlate with their preferen- 
tial binding to negatively charged lipids 
(24). In another example, neurotrophic fac- 
tors that share the same low-affinity receptor 
as nerve growth factor (NGF) appear to have 
a remarkably similar positive patch at the 
putative binding site (25). Finally, in com- 
paring eukaryotic and bacterial DNA poly- 
merase processivity factors, Krishna et al. 
(26) found a highly similar +(r) pattern 
even though the two proteins have very 
low subunit sequence homology (15%). 

Fig. 3. Surface +(r)'s of various proteins. (A) The DNA binding beta subunit (processivity factor) from E. 
coli DNA ~olvmerase 111 (741. A DNA molecule has been modeled into the center of the dimer where. -. 
despite a ;letAegative charge of -22, the electrostatic potential is positive. (6) The Src SH2 domain (22), 
which binds a phosphotyrosine-containing peptide (shown in a bond representation). The phosphoty- 
rosine binds in a distinctly positive pocket, while an isoleucine side chain from the peptide occupies a 
similar but neutral depression. (C) A view of CD4 (27) illustrating a negative patch on the mainly positive 
face of the protein that has been associated with cell fusion events. (D) Two views of the end of the NGF 
dimer (28) implicated in low-affinity receptor binding. On the left, the potential is that of the wild-type 
protein, whereas the potentials on the right were calculated with six lysine residues lining the groove 
treated as uncharged. The lysines in question are necessary for low-affinity receptor binding (29). 
Potentials are from Delphi, with dielectrics as in Fig. 28. The color code is as in Figs. 1 and 2, but the 
values used to determine the saturations varied; white is always equal to neutral. The ionic strength is zero 
in all cases except (A), where 0.1 M salt was assumed. 

Moreover, the eukaryotic protein is a trimer 
of net charge -60, whereas the bacterial 
protein is a dimer of charge -22 (Fig. 3A). 
Despite these differences, both proteins gen- 
erate almost identical positive +(r) distribu- 
tions in the DNA binding region. 

Patterns of surface potentials have also 
provided a useful basis for interpreting bio- 
logical and biochemical data and can point 
to residues that may play important func- 
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How Proteins Exploit 
Electrostatic Potentials 

In addition to their role in molecular rec- 
ognition, numerous examples exist where 
calculated +(r)'s of proteins have been im- 
plicated in different filnctional roles. A par- 
ticularly striking effect is the enhancement 
of the diffusion-limited association constant 
of charged substrates (9, 32, 33). 

The most detailed studies of association 
constants have been carried out on Cu,Zn 
superoxide dismutase (SOD), which, de- 
spite its net negative charge, generates a 
region of positive +(r) near the active site 
(32). These +(r)'s are magnified in solution 
through the active-site focusing effects 
analogous to those for trypsin (9) (Fig. 2) .  
Electrostatic focusing by narrow clefts ap- 
pears to be a general phenomenon and may 
account, for example, for the production of 
large ion concentrations near the open- 
ings of transmembrane channels. Brown- 
ian dvnamics simulations of the diffusion 
process in SOD have demonstrated that 
the focused b ( r )  enhances the association , . 
rate of the negatively charged superoxide 
substrate (34, 35). The calculated rates 
are in excellent agreement with the exaer- 
imental rate and its ionic strength depen- 
dence. Predictions of the effects of specific 
amino acid mutations on association rates 
(35) have been confirmed by recent SDM 
st~ldies (36). 

In addition to their effects on diffusion, 
+(r)'s also play an important role in the 
enhancement of catalytic rates (37), con- 
trol by phosphorylation (38), and determi- 
nation of redox aotentials (39). A role for , , 

electrostatic surface potentials that has only 
recently been proposed for the bifunctional 
enzyme thymidylate synthase-dihydrofo- 
late reductase is the channeling across the 
protein surface of a substrate between the 
two active sites (40). 

Calculating pK,'s: pH Effects on 
Binding and Stability 

The pK,'s of ionizable groups in macromol- 
ecules can be significantly different than 
those of the isolated groups in solution. 
Shifts in pKals between native and dena- 
tured states or between bound and free 
forms of a complex give rise to pH effects on 
macromolecular stability and on binding 
constants (41). For example, the acid dena- 
turation of proteins appears largely as the 
result of a small number of amino acids 
whose pK,'s are shifted anomalously in the 
native proteln (42, 43). 

In proteins, pKc3's are typically calculated 
as pK, shifts relative to the isolated amino 
acid. The source of the shifts has tradition- 
ally been attributed to interactions among 
ionizable groups on the macromolecule; for 

example, an acidic group will have its pK<, 
lowered through favorable interactions 
with basic groups. However, hydrogen 
bonding interactions with nonionizable 
groups and the degree of exposure to the 
bulk solvent have also been found to be 
important determinants of pK<,'s (44). For 
example, an acidic group will have its pK, 
increased if it is fully or partially removed 
from solvent, but the effect may be re- 
versed by strong hydrogen bonding inter- 
actions with other groups. Thus, a full 
treatment of pH-dependent effects re- 
quires that the detailed environment of 
each ionizable group be taken into ac- 
count. In addition to the need for struc- 
tural detail, the problem of calculating 
pK<,'s is further compounded by the fact 
that a protein with N ionizable residues 
has 2" possible ionization states. Because a 
moderately sized protein may contain as 
many as 50 ionizable groups, methods 
have been developed to reduce the n u n -  
ber of states that need to be considered. 

Recent studies have addressed the com- 
binatorial problem and, in addition, have 
used PB calculations to account for both 
desolvation effects and hydrogen bonding 
interactions (45). Applications to a few 
proteins have been reported, and the agree- 
ment with experimentally determined pK,'s 
has been good, with a few notable excep- 
tions. A limitation on the accuracy of such 
calculations arises from uncertainties as to 
the nature of the confor~national changes 
that accompany changes in the ionization 
states of different residues. Nevertheless. 
the available methods now allow a detailed 
study of the structural origins of pH effects 
on protein stability (43, 46) and substrate 
binding (47). Moreover, they can be used to 
generate structure-based predictions as to 
the contribution of specific ionizable resi- 
dues to pH-dependent phenomena that can 
be tested with SDM. 

The methodology developed primarily 
for the calculation of pK,'s in proteins has 
made it possible to solve a classical problem 
in physical organic chemistry. Dibasic and 
diacidic organic compounds such as succin- 
ic acid and l,3-diamino propane exhibit 
two pK,'s that generally have been attrib- 
uted to pK~, shifts in one group caused by its 
proximity to the charge on the other. Kirk- 
wood and Westheimer (48) approached this 
problem more than 50 years ago by using 
classical electrostatics and treating the 

0 

solute as a l o w - ~  spherical cavity. The 
results were in qualitative agreement with 
experiment but depended on the detailed 
mapping of the solute charges onto a 
sphere. Quite recently, two groups have 
reinvestigated this problem using numeri- 
cal solutions to the PB equation, and the 
results were in excellent agreement with 
experiment (49). 

Salt Effects on Nucleic Acids 

The large negative charge density generated 
by the phosphodiester backbone of nucleic 
acids results in a significant concentration 
of counterions in the vicinitv of these mac- 
romoleci~les. For this reason, conformation- 
a1 changes and binding reactions involving 
DNA and RNA are strongly dependent on 
salt concentration (50). Salt effects on nu- 
cleic acids have been traditionallv analyzed 
in terms of counterion condeilsatibn thkry ,  
which predicts that an essentially fixed con- 
centration of counterions is found near the 
DNA, independent of bulk salt concentra- 
tion (51 ) .  Manning (51 ) and Record and 
co-workers (52) have developed theoretical 
models that have been extremely successful 
in the interpretation of ligand binding equi- 
libria and conformational transitions of nu- 
cleic acids, based on simplified representa- 
tions of these molecules. 

The availability of solutions to the non- 
linear PBE (1 1 ,  53) and a general expres- 
sion to obtain electrostatic free energies 
from the calculated +(r)'s (54) now makes 
it possible to make quantitative predictions 
of salt effects on the basis of 3D structures. 
The counterion concentration near nucleic 
acids is relatively insensitive to bulk salt 
concentration. Nevertheless, variations in 
this distribution near the surface of the 
molecule play a central role in determining 
salt effects on the conformational changes 
and binding reactions of nucleic acids. In 
applications to the problem of ligand bind- 
ing to DNA, the dependence of the eqili- 
librium constant on monovalent ion con- 
centration was calculated for minor groove 
binding drugs (55) and for a number of 
proteins (56). In all cases, the calculated 
salt dependence of binding was in excellent 
agreement with experimental observation. 
Surprisingly, the major contribution was 
not the entropic release of counterions, 
which has been the standard view, but rath- 
er the changes in interaction of DNA with 
its ion atmosphere, which is a strong func- 
tion of bulk ion concentration. Althouah 

u 

studies of this type are still in their infancy, 
the results obtained so far indicate that it is 
now possible to obtain accurate predictions 
of nonspecific salt effects on the properties 
of highly charged polymers, even when 
large salt concentrations are involved. 

Solvation Free Energies 

Solvation phenomena can be described at 
the macroscopic level in terms of the dif- 
ference in the reaction field energy of a 
charge distribution upon being transferred 
from one dielectric medium to another. The 
simplest problem of this type concerns the 
transfer free energy of an ion, which was 
treated by Born in 1920 as a uniformly 
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charged sphere (1). The vacuum-to-water 
hydration free energies of both anions and 
cations can be reproduced quite accurately 
with the Born model if a physically mean- 
ingful set of cavity radii are used (57). The 
remarkable success of the simple Born mod- 
el has led to a resurgence in the use of 
continuum models to study solvation phe- 
nomena (58, 59). Electrostatic contribu- 
tions to solvation free energies (AG'"") 
with the PB method are in excellent agree- 
ment with those obtained from detailed 
microscopic solvent simulations (59, 60). 
Thus, classical electrostatics can reproduce 
the energetics of microscopic hydrogen 
bonding interactions of polar molecules 
with the aqueous phase. 

In order to obtain values of AGX"l' that 
can be compared with experimental values, 
both nonpolar and electrostatic contribu- 
tions must be considered. Nonpolar contri- 
butions can also be treated at the macro- 
scopic level through the use of surface ten- 
sion concepts; that is, relations between 
free energy and surface area. The total free 
energy of transfer of a solute from the gas 
phase to water can be written as 

where AGeYs the difference in electrostatic 
free energy of the solute in the two phases 
and AGnP corresponds to the free energy of 
inserting a hypothetical nonpolar solute of 
the same size and shape as the present sol- 
ute into the solvent (61 ). It is frequently 
assumed, on the basis of earlier studies of 
alkane-water partition coefficients (62), 
that AGnP is proportional to accessible sur- 
face area (63) and is given by 

where yVw is a constant that may be viewed 
as representing the vacuum-water micro- 
scopic surface tension, AAT is the total 
accessible area of the solute, and b is a 
constant (note that the area is total area 
rather than just nonpolar area because all 
polar groups are assigned a charge of zero in 
the transfer step). The constants b (fre- 
quently assumed to be zero) and y"" are 
generally obtained by fitting the gas phase- 
to-water partition coefficients of linear al- 
kanes (64) to a linear function of accessible 
surface area. 

Atomic charges used in PB calculations 
of solvation phenomena are typically ob- 
tained from molecular mechanics force 
fields but can be treated as parameters as 
well (65). The results obtained so far sug- 
gest that PB calculations can be used on a 
solute described in terms of standard atomic 
radii and charges to obtain AGS'"'" values 
that agree with experiment for a large num- 
ber of organic molecules. An alternative to 
using atomic charges extracted from force 
fields is to obtain the electronic distribution 

directly from quantum mechanics. Methods 
are now available that combine quantum 
mechanical calculations and continuum 
solvent models to yield solvation free ener- 
gies that are in excellent agreement with 
experiment (66). 

Effects of Solvation on 
Stability and Binding 

The existence of complementary charged 
surfaces is a good indicator of association 
interfaces between different macromole- 
cules. However. this does not necessarilv 
imply a favorable electrostatic contributio; 
to the free enerev of association. Indeed, in -, 
many cases that have been studied, electro- 
static interactions between groups of oppo- 
site charge actually oppose binding (67). 
The effect may be understood from the fact 
that the formation of, for examnle, an ion 
pair at an interface between two macromol- 
ecules involves the removal of the charged 
moieties from water. The desolvation costs 
associated with this process appear in gen- 
eral to be larger than the pairwise Coulom- 
bic interaction energy. The point was first 
made in a biological context by Parseghian 
(68), who argued that the removal of two 
oppositely charged ions from the aqueous 
phase that then form an ion pair in a lipid 
bilayer was costly in a free energy sense 
because the loss of favorable solvation in- 
teractions would not be compensated by 
Coulombic attraction. The validity of this 
argument has been subsequently verified by 
more detailed analvsis 169). , ~, 

An identical argument suggests that elec- 
trostatic interactions destabilize folded Dro- 
teins even when there is a net Coulombic 
attraction between surface groups. Indeed, a 
study of the pH dependence of protein sta- 
bility showed that ionizable groups destabi- 
lize proteins at all pH values (45). Recently, 
Hendsch and Tidor (70) found that salt 
bridges appear in general to destabilize pro- 
teins because of incom~lete Coulombic 
compensation of desolvation effects. 

The same type of argument appears to 
apply to hydrogen bonds as well. The elec- 
trostatic free energy loss associated with the 
removal of hydrogen bonding donor and 
acceptor groups from water is not generally 
compensated by the formation of a hydro- 
gen bond in an interface or in the interior 
of a protein (71 ). If the anecdotal evidence 
available so far is verified, the rather elobal - 
implication is that electrostatic interactions 
tend to favor the unfolded states of macro- 
molecules and the unbound state of com- 
plexes. This would imply that the thermo- 
dynamic driving force for most processes in 
aqlieous solution results from "nonpolar" 
interactions such as the hydrophobic effect 
and close packing. In this model, electro- 
statics in biological systems confer specific- 

ity and play a role in the generation of 
unique structures (70, 72). In other words, 
once charged and polar groups have been 
removed from water, they must arrange to 
form ion pairs or hydrogen bonds so as to 
minimize the free energetic cost of their 
removal from water. A corollary of this 
argument is that the presence of polar 
groups in interfaces or in the interior of 
macromolecules has a destabilizing effect, 
reducing association constants and unfold- 
ing free energies. 

Conclusions and Future 
Prospects 

Continuum electrostatics as a tool for the 
analysis of molecular structure and function 
in solution has seen a major renaissance in 
recent years. Progress has been due in part 
to computational developments such as fast 
numerical solutions to the PB equation, fast 
algorithms to represent molecular surfaces, 
and new visualization techniques. However, 
equally important has been the develop- 
ment of methods to map molecular proper- 
ties onto the language of continuum elec- 
trostatics and the recognition that many 
solvent effects can be treated accuratelv 
with a model that ignores the microscopic 
description of solvent molecules. 

Graphical visualization of the electro- 
static properties of macromolecular struc- 
tures is having significant impact on the 
field of structural biology. Continuum elec- 
trostatics has also proved to be an extremely 
useful quantitative tool, allowing the accu- 
rate prediction of the magnitude of electro- 
static effects. These developments offer the 
hope of a complete and accurate method to 
describe the properties of molecules in 
aqueous solution, although much remains 
to be done before this goal is realized. A 
major problem results from the fact that 
almost all applications of continuum meth- 
ods have been to fixed structures. This is 
clearly adequate for many problems, but 
there are many other cases for which dy- 
namical effects will have to be considered. 
The inclusion of continuum methods in 
dynamical studies, such as the direct incor- 
poration of PB solutions into molecular me- 
chanics force fields, has been attempted in a 
number of cases but remains a significant 
and important theoretical challenge (73). 

Overall, the greatest impact of continu- 
um methods results from the fact that thev 
offer an intuitively simple yet physically 
complete model of molecules in solution. 
Fairly reliable predictions, both quantita- 
tive and qualitative, can be obtained with 
only moderate computational expense and 
are available to researchers on standard 
workstations. Equally important, general 
physical principles based on classical elec- 
trostatics are emerging that can be of con- 
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siderable value in the design and interpre­
tation of experimental results. These devel­
opments have been made possible by the 
advent of fast computers and the applica­
tion of sophisticated numerical methods, 
which have revived classical theory as a 
critical tool in the study of contemporary 
problems. 
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