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The Southern High-Speed Stream: Results from
the SWICS Instrument on Ulysses
J. Geiss, G. Gloeckler, R. von Steiger, H. Balsiger, L. A. Fisk,

A. B. Galvin, F. M. Ipavich, S. Livi, J. F. McKenzie, K. W. Ogilvie,
B. Wilken

The high-speed solar wind streaming from the southern coronal hole was remarkably
uniform and steady and was confined by a sharp boundary that extended to the corona
and chromosphere. Charge state measurements indicate that the electron temperature
in this coronal hole reached a maximum of about 1.5 million kelvin within 3 solar radii of
the sun. This result, combined with the observed lack of depletion of heavy elements,
suggests that an additional source of momentum is required to accelerate the polar wind.

A principal aim of the Ulysses mission was
to investigate directly the solar wind coming
out of the polar coronal holes. These low-
temperature regions of the corona were
known to emit high-speed streams (HSSTs),
and it was hoped that a dynamically steady
and geometrically simple outflow from the
corona would be found that would lend itself
more readily to theoretical interpretation
than the unsteady and geometrically com-
plex solar wind patterns encountered at low-
er heliographic latitudes. The task was facil-
itated by the fact that Ulysses is passing over
the poles of the sun during the quiet years of
the solar cycle, when the coronal holes are
largest: The spacecraft collected data for
more than a year from an HSST that cov-
ered a solid angle of nearly 60% of the
southern hemisphere.

We present here results from the Solar
Wind Ion Composition Spectrometer
(SWICS) on board Ulysses (1). For each
ion, the instrument measures energy per
charge with an electrostatic analyzer and
determines—after an acceleration by 23
kV—the time-of-flight and the total energy
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with solid-state detectors. With this tech-
nique, the mass M and charge g are deter-
mined separately, so that different ion spe-
cies can be distinguished even if they have
identical M/q ratios. Thus, ion pairs such as
C%* and He?*, Mg'®" and C°*, or Mg8*
and C** can be separated. This separation
allowed measurement of the chemical
abundances of C and Mg in the solar wind
and ion charge spectra of several elements.
Both of these capabilities are important
for studying processes in the solar wind
source region, that is, the place in the
chromosphere and corona from where the
solar wind flow originates.

During its voyage to Jupiter, Ulysses de-
tected the typical solar wind, which is quite
variable (Fig. 1). Only a few months after the
spacecraft left the ecliptic plane, it began to
encounter an extension of the HSST emit-
ted by the southern coronal hole. The
HSSTs are characterized by high speeds (V

Fig. 1. The changing so-
lar wind conditions en-
countered by Ulysses
during 4 years of obser-
vation. (A) The speed of
the He ions, V,, and (B) 400 -
the freeze-in tempera-
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> 600 km/s) and low freeze-in temperatures
(2). From about July 1992 to about May
1993, the spacecraft regularly went into and
out of the HSST every solar rotation, and
since it has been continuously engulfed in
the HSST. The solar wind parameters were
much more uniform in the HSST than in
the solar wind at lower latitude, and there-
fore, averages of flow parameters and abun-
dance ratios inside the HSST are an ade-
quate basis for theoretical interpretation.

Differences between abundances in the
solar wind and its source reservoir, the outer
convective zone of the sun, are created in
the chromosphere and the corona. An ion-
atom separation mechanism operating at
the temperatures prevailing in the chromo-
sphere produces a systematic overabun-
dance of elements with low first-ionization
potential (the FIP effect) (3). In the coro-
na, a changing efficiency of momentum
transfer among the ions or from fields and
waves to ions causes variations in solar wind
composition (4, 5).

In Fig. 2, the relative abundances of nine
elements in the slow solar wind and in the
southern HSST are plotted as a function of
ionization time calculated for solar surface
conditions (6). A systematic abundance re-
lation is observed, indicating that a compe-
tition between the ionization time and a
characteristic time for ion-atom separation
underlies the FIP effect (7). There is a sys-
tematic difference between the abundances
in the slow solar wind and the HSST: The
FIP effect is definitely reduced in the latter
(6, 8), implying different chromospheric
structure or processes below coronal holes.

From mid-1992 to the spring of 1993,
Ulysses went into and out of the southern

4 554 5.3 5 45 _ 4 3 2
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ture (2) of O, Ty, as a
function of time and the
heliographic latitude of
Ulysses (distance from
the sun in astronomical
units is also given). The

To (MK)

WWWMM»MW :

1
varying conditions at 1991
lower latitude contrast

1992 1993 1994 1995
Year

with the quiet flow at higher latitude. During 10 months in 1992 and 1993, the spacecraft regularly went
into and out of the HSST from the southern polar coronal hole. The HSSTs are identified by the
combination of high velocity and low freeze-in temperatures.
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HSST every solar rotation (Fig. 1). Using
the data of this period, we studied the sys-
tematics in the variations of solar wind prop-
erties across the border between the slow
solar wind and the HSST by means of a
superposed epoch method (9). The freeze-in
temperatures of C and O (T and T) and
the Mg/O and Fe/O ratios followed each
other very closely, and the transition be-
tween low and high values of these physical
parameters was very steep (Fig. 3). Statistical
analyses show that it is as steep as a step
function would be if subjected to our proce-
dure. Thus,~the chromosphere and the coro-
na have a common, relatively sharp bound-
ary, separating the low-FIP from the high-
FIP region in the chromosphere and the
low-temperature from the high-temperature
region in the corona (9). The existence of
such a common boundary points to a causal
relation of the kind for which conditions in
or even below the chromosphere determine
the supply of energy into the corona. Thus,
discussions of the origin of the solar wind
should include chromospheric as well as
coronal processes.

The speed of the solar wind declined
slowly at the trailing edge of the HSST (Fig.
3), as it was observed in the ecliptic plane
during the solar minimum in the mid-1970s
(10). Mapping the solar wind back to the
corona shows that the large range of de-
creasing velocities comes from a relatively
restricted range in longitude (11). This im-
plies that the boundary between low and
high values of T, T, Mg/O, and Fe/O at
the eastern rim of the coronal hole is even
sharper than is indicated in Fig. 3. On the
other hand, as a result of solar rotation, the
HSST rams into the slow wind at its west-
ern rim, causing shocks and other kinetic
and thermal perturbations (12), but as ex-
pected, the chromospheric and coronal ion-
ic markers of the boundary between the two
wind types remain well defined.

Ultraviolet investigations of coronal
holes with Orbiting Solar Observatory 4

10

(X/O)/(XIO)photosphere

s o)
) X‘e KrC Ar Ne' He
0.1 1 10 100
First ionization time (s)

Mg Si Fe

Fig. 2. Element abundances relative to O in the
slow solar wind (circles) and in the southern HSST
(bars) (6). The abundances are normalized to the
photospheric abundances and plotted as a func-
tion of ionization time, assuming inferred solar sur-
face conditions (7).
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Table 1. Relative abundance of the most abundant ions of C, O, Si, and Fe observed with SWICS in the
HSST, the corresponding freeze-in temperatures, and the electron ionization and recombination coeffi-

cients at these temperatures.

Freeze-in lonization Recombination
lon pair Aburr;?gnce temperature coefficient (k) coefficient (kg)
: (MK) (10-12 cmd/s) (10712 cm®/s)
Co+/C8+ 0.20 0.96 0.24 1.19
C5+/C4+ 2.40 1.03 3.09 1.28
O7+/08+ 0.033 117 0.05 1.58
Gi10+/gie+ 0.52 1.43 17.3 33.6
Siot/Sie* 1.43 1.34 40.0 27.8
Fe'2+/Fe!! ™ 0.64 1.28 67.2 105.4
Fe'l+/Fe!0* 0.92 1.20 95.5 104.2
Fe'0+/Fe®* 1.71 1.26 191.7 112.5

(OSO-4) (13) and Skylab (14) showed that
the emission of Mg X (representing a tem-
perature of 1.6 MK) changed steeply (with-
in less than 10 arc sec) at the coronal hole
boundary. Although the boundary is less
well defined for the Ne VIII and Ne VII lines
(representing 0.8 to 0.5 MK), the emissions
of these ions changed simultaneously with
that of Mg X. These ultraviolet observations
show that coronal holes have well-defined
and steep boundaries, which agrees with our
results derived from the freeze-in tempera-
tures in the solar wind.

The Skylab data showed that the transi-
tion zone is thicker below coronal holes
(14). The reduction in the strength of the
FIP effect reported here (compare Mg/O
and Fe/O in Fig. 3) demonstrates that the
sharp change in the characteristics of the
solar atmosphere continues farther down
into the chromosphere and probably has its
source in the outer convective zone.

The sharp temperature step at the rim of
the coronal hole and the similarly sharp

step in the freeze-in temperature at the rim
of the HSST demonstrate that both define
the same boundary at two different solar
distances, allowing a derivation of the de-
gree to which the expansion in the coronal
hole is superradial (9). Furthermore, this
identification of the boundary of the coro-
nal hole far away from the sun shows that
the slow solar wind does originate outside of
the coronal hole.

lon abundances were remarkably steady
inside the southern HSST. For instance, no
systematic latitudinal variation in T above
the noise is discernible in Fig. 1. On the
other hand, a small increase in the velocity
of He ions V,, with increasing solar latitude
is indicated (Fig. 1).

The distribution of the charge states
(“charge spectra”) for all heavy elements
(atomic number Z > 2) was different in the
southern HSST compared to the slow solar
wind, reflecting the lower temperature in
coronal holes (14). These charge spectra are
valuable indicators of coronal temperature

800

20 Fig. 3. Superposed epoch plot of
SWICS data from day 191 of 1992 to
day 98 of 1993 (22), when Ulysses
went regularly into and out of the
HSST once every solar rotation (26-
day average duration) (Fig. 1). The
method (9) is based on the 600 km/s
crossings of the He speed. The speed
of He ions V,_ (+), the coronal freeze-in

P
T(MK)

+ temperatures of O (@) and C (O), and

the abundance ratios Mg/O () and

41.0
1 Fe/O () are shown (23). The data are
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Fig. 4. The charge spectra T T
of Siand Fe observedinthe

HSST (dots) compared 0.4
with equilibrium  freeze-in
distributions (lines) for tem- PY
peratures of 1.35 and 1.23 r

MK, respectively. In the
case of Fe, the distributions
are also given for 1.13 and
1.33 MK (dashed lines).
This shows that major con-
tributions of ions with 0.1 0.0 | ,

Fraction

T=1.35MK

MK higher or lower freeze- 7 8
in temperature would result
in a broadening of the

10 11 12 13

10 11 7
Charge state
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charge speétra that is not observed, constraining temperature variations at freeze-in altitudes even at very

fine lateral scale.

conditions (15). An estimate of the temper-
atures and temperature gradients in the coro-
nal source region can be obtained from the
equilibrium freeze-in temperatures (2, 15).
For a quantitative interpretation of charge
spectra, the gradual freezing-in has to be
calculated by dynamical solar wind expan-
sion models (16).

As expected from model calculations
(16), a considerable range in freeze-in tem-
peratures was found (Table 1), but for ion
pairs of the same element, the differences are
small. In fact, a single freeze-in temperature
gives a good representation for the abun-
dances of the major ions of a given element
(Fig. 4). The narrowness of the charge spec-
tra in Fig. 4 implies that temperatures at the
freeze-in altitudes are homogenous, down to
the smallest lateral scale (17).

The differences between T, T, Tg;
and T, allow us to draw some conclusions
concerning the vertical temperature struc-
ture in the corona (Fig. 5). The electron

o
o

4 4 -
o N »

Electron temperature (MK)
o
(o2}

o
o
o

log(r/Rgyp)

Fig. 5. Sketch of the freezing-in situation in the
southern coronal hole. We do not wish to give an
absolute scale on the abscissa before modeling is
done with the electron densities that prevailed in
the southern coronal hole while Ulysses flew over
it. The SWICS data imply that the charges of C
and O never came close to the equilibrium distri-
bution corresponding to the electron temperature
maximum, and in this sense C and O ‘‘froze-in
below this maximum.” On the other hand, the
data indicate that the charges of Fe remained ap-
proximately in equilibrium with the electron tem-
perature up to its maximum and then froze in the
declining temperature regime.

density n_ at which the freezing-in of an ion
pair occurs is proportional to (k; + kg) 172,
where k; and ky are the corresponding ion-
ization and recombination coefficients
(15). Thus, for n_ decreasing with altitude,
we expect C and O to freeze-in closest to
the sun, followed by Si and then Fe. In the
region of decreasing temperature, ionization
rates drop rapidly and the final adjustments
in the charge spectra are mainly by recom-
bination, that is, freeze-in altitudes are here
determined by the recombination coeffi-
cients ky. Because kp(Fe) is larger than
kg (Si), our observation of Tg, > T, implies
that the Fe charge states froze-in at an
altitude above the temperature maximum.
On the other hand, both T and T, are less
than Tg and T, and because the rate
coefficients of C and O are much smaller
than those of Si and Fe (Table 1), the
charge states of C and O must have frozen
before the expanding plasma even reached
the temperature maximum. Thus, with the
charge state observations of C, O, Si, and
Fe, we bracket the altitude of the tempera-
ture maximum, as expected from the coro-
nal hole expansion model (16). The tem-
perature maximum occurs at 1.5 solar radii
from the center of the sun in that model,
but this depends on the adopted electron
density (Fig. 5).

Our observations imply that the heat
content in the southern coronal hole was
not sufficient to account for the energy in
the HSST. (i) Aside from the reduced FIP
effect, which has its cause in the upper
chromosphere, we do not detect a depletion
of heavy elements in the HSST. The den-
sity of protons in the coronal hole, howev-
er, is insufficient to accelerate the heavy
species by Coulomb drag (16). (ii) The
charge spectra of C, O, Si, and Fe bracket
the position of the electron temperature
maximum. Combining observed densities in
coronal holes with the k; and ky values in
Table 1, we estimate the maximum temper-
ature to occur below an altitude of 3 solar
radii with a peak electron temperature not

much exceeding 1.5 MK (18). Unless the
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proton temperature at these altitudes is very
much higher, the heat content in the coro-
na does not account for the energy carried
away by the HSST, even if ample allowance
is made for heat conduction. These obser-
vations imply that an additional supply of
momentum is required (19).
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Requirement of a Small Cytoplasmic RNA for the
Establishment of Thermotolerance

Peter A. Fung, Jacek Gaertig, Martin A. Gorovsky,
Richard L. Hallberg*

Thermotolerance is an inducible state that endows cells with an enhanced resistance to
thermal killing. Heat shock proteins are believed, and in a few instances have been shown,
to be the agents conferring this resistance. The role of a small cytoplasmic RNA (G8 RNA)
in developing thermotolerance in Tetrahymena thermophila was investigated by creating
a strain devoid of all functional G8 genes. These G8 null cells mounted an apparently
normal heat shock response, but they were unable to establish thermotolerance.

A strong positive correlation between the
accumulation of heat shock proteins (hsps)
and the ability of cells to maintain viability
at or above normally lethal temperatures
has been noted for a number of years (1).
However, recently it has been shown that
specific stress-induced proteins are abso-
lutely required for the establishment of
thermotolerance (2).

We previously showed that, in response
to heat shock, starvation, or entry into the
stationary growth phase, the ciliated proto-
zoan Tetrahymena thermophila rapidly accu-
mulates a small cytoplasmic RNA (approxi-
mately 300 nucleotides) called G8 that
quantitatively associates with ribosomes (3—
5). Unlike other heat-inducible genes, the
gene encoding G8 RNA is transcribed by
RNA polymerase III (3). The kinetics of
accumulation of G8 RNA on ribosomes co-
incides with changes in the fractions of hsp
and non-hsp mRNAs translated during heat
shock (3, 6, 7). G8 RNA shares weak ho-
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mology with 7SL and 4.5S RNA (4), two
RNAs known to affect ribosome function
(8). Furthermore, as revealed by Northern
(RNA) blot analysis, G8 RNA forms a stable

Fig. 1. Generation of a A

duplex with the large (28S) but not the small
(18S) ribosomal RNA; antisense G8 RNA
hybridizes to neither (9). We therefore
proposed that G8 RNA might be part of a
machinery that regulates selective transla-
tion of different classes of mRNA during
stress situations (4).

To test this hypothesis, we used genetic
manipulation methods (10-12) to create a
strain of T. thermophila in which the ap-
proximately 50 macronuclear copies of the
gene encoding G8 RNA were inactivated
by insertion of a neomycin (neo) gene (Fig.
1A) (13). Expression of the neo gene con-
fers on T. thermophila an increased resis-
tance to paromomycin (12). Although ini-
tial transformants contained copies of both
the functional and the inactivated G8 gene,
the continued growth of such cells in in-
creasingly higher concentrations of paro-
momycin eventually selected for cells that
contained only the disrupted form of the
gene (Fig. 1B). G8 null cells did not pro-
duce G8 RNA when starved or when ex-
posed to a 39°C heat shock for 2 hours (Fig.
1, C and D), conditions that normally en-
hance expression of G8 RNA (3, 4). These
results indicated that the G8 gene is not
essential for normal vegetative growth.

To investigate whether G8 RNA s re-
quired during heat shock, we transferred
early logarithmic phase wild-type and G8
null cells from 30°C to 39°C and main-
tained them at 39°C for 24 hours. Under
these conditions, wild-type cells initially
stop growing and synthesize predominantly
hsps for about 1.5 hours (7, 14, 15). As the
synthesis of non-hsps returns, growth re-
commences, albeit at a reduced rate (14).
The synthesis of hsps and the return to
non-hsp synthesis in G8 null cells appeared
almost normal, although the return of non-

G8 deletion strain. (A) Smal 5.9

Construction of a G8  |je----------- 14kb-------—---—- -45

gene disrupted with a 5' H41 . 1 2 3
Neomycin

neomycin gene (13). (B)
Southern  (DNA)  blot
analysis of strains with
and without disrupted
copies of the G8 gene.
DNA was cut with Eco
RI, subjected to electro-
phoresis on a 0.8% aga-
rose gel, transferred to a

-
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Plasmid: Bluescript KS(+)

CU427  G8null

Bam HI

filter, and probed with a
32P_labeled  antisense

copy of the G8 gene generated by in vitro transcription of a linearized D
Bluescript plasmid (pBS) containing a complementary DNA copy of G8
RNA (3). The sizes of the labeled fragments were determined by compari-
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son with Hind lll-cut A DNA. Lane 1, wild type (CU427); lane 2, BTU2 null;

and lane 3, G8 null. (C and D) Northern blot analysis of G8 RNA isolated from CU427 or G8 null cells. Total
RNA was isolated as in (4). Lanes 1, cells in early log phase at 30°C; lanes 2, cells shifted to 39°C for 2
hours; lanes 3, cells transferred to starvation medium for 2 hours; and lanes 4, cells in starvation medium
for 5 hours. The gels were stained with ethidium bromide (C), and the RNA was then transferred to a filter
that was hybridized to a 32P-labeled antisense copy of G8 RNA and autoradiographed (D).

SCIENCE + VOL. 268 * 19 MAY 1995





