
per second for the 100-nm diodes. The value 
for the 100-nm diodes is calculated directly 
from the optical image, where the diodes 
appear as 300-nm spots. If the diameter is 
assumed to be 100 nm, the number of pho- 
tons per second increases by one order of 
magnitude to 10'. Looking at the quantum 
efficiencies established for large polymer 
LEDs in the family of polythiophenes, 0.1 to 
1% external efficiencies, and current densi- 
ties of 10 mA/cm2, we could expect 108 to 
lo9 photons per second from the 10-pm 
LEDs and lo4 to lo5 photons per second 
from the 100-nm LEDs. Transmission losses 
in the metal electrode account for a Dart of 
this discrepancy and are measured by optical 
spectroscopy to be on the order of 60 to 80%. 
For our combination of materials, the quan- 
tum efficiency is most probably less than 
0.1%, which, together with the transmission 
losses, brings the theoretical and experimen- 
tal values into agreement with each other. 

The numbers of emitted photons per sec- 
ond are calculated for the currents and volt- 
ages shown in the figures. It should be pos- 
sible to increase these numbers bv at least 
two orders of magnitude by increasing the 
current and using pulse techniques (21 ). As 
a comparison, it could be mentioned that 
one of the standard probes for SNOM, a 
tapered Al-coated optical fiber with a small 
aperture, suppresses the incoming light typ- 
ically by a factor of 105 (8). Different tech- 
niques have been used with light intensities 
between lo3 and 10" photons per second for 
subwavelength light sources (22-24). We  
can then compare these results with projec- 
tions of the best results for polymer nano- 
LEDs, where we mav assume that we could 
increase efficiency 'to somewhere in the 
range of 1 to 10% and also that we might be 
able to operate the devices at current densi- 
ties 10 times higher than those used present- 
ly. These developments would bring the 
photon emission up to the range of lo7 to 
108 photons per second, which puts the poly- 
mer nano-LEDs somewhere in the mid-range 
of the available techniques with respect to 
light intensity. Therefore, it should not be 
ex~ected that ~o lvmer  nano-LEDs would of- 

& ,  

fer drastically better performance as sub- 
wavelength light sources than alternative de- - - 
vices. Rather, an advantage for the use of 
nano-LEDs mav be in the abilitv to manu- 
facture not one'but thousands of iight sourc- 
es at the same time. This accomplishment 
might then be used to create efficient pho- 
topatterning processes that could be used to 
produce a large number of identical patterns 
simultaneously. 

It may be possible in the future to im- 
prove a number of aspects of these struc- 
tures-for instance, increasing the efficiency 
by using transport layers (20) or finding an 
appropriate transparent electron injector 
that could be used in this type of geometry. 

The problem with heat expansion in the 11. G. H e w a w  and F. Jonas, Adv, Mater. 4, 116 
(1 992). 

'Ontacting fibers be reduced 12. J.  C. Gustafsson, B. Liedberg, 0, Ingangs, Solid 
by using a much thinner insulating layer State Ionics 69, 145 (I 994). 
than the microfiltration membrane, in 13. M. Dietrich, J. Heinze, G. Heywanq, F. Jonas, J. 

which small holes for polymerization could 
be made. The possibility of preparing thou- 
sands or millions of light sources at the same 
time, which is essential for some applica- 
tions, may require methods such as ion-beam 
etching to control the distribution of light 
sources on the surface. 
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Influence of Lunar Phase on 
Daily Global Temperatures 

Robert C. Balling Jr." and Randall S. Cerveny 

A newly available data set of daily satellite-derived, lower-tropospheric global temperature 
anomalies provides an opportunity to assess the influence of lunar phase on planetary 
temperature. These results reveal a statistically significant 0.02 K modulation between new 
moon and full moon, with the warmest daily global temperatures over a synodic month 
coincident with the occurrence of the full moon. Spectral analysis of the daily temperature 
record confirms the presence of a periodicity that matches the lunar synodic (29.53-day) 
cycle. The precision of the satellite-based daily temperature record allows verification that 
the moon exerts a discernible influence on the short-term, global temperature record. 

Throughout  history, many societies and 
individuals have believed that the moon 
exerts an  influence on weather and cli- 
mate. Indeed. scientists have been able to 
identify lunar-phase impacts on precipita- 
tion variations ( 1-4). thunderstorm fre- . , ,  

quency (5), ice nuclei concentrations (6) ,  
diurnal pressure changes ( 7 ) ,  hurricanes 
(8) ,  cloudiness as measured by sunshine 
recorders ( 9 ) ,  and possibly global surface- 
temperature estimates (10). Adderley and 
Bowen (2,  p. 749) claimed that "the ap- 
pearance of a lunar component in daily 
temperature in certain parts of the world 
[is] comparatively well known" but is "ex- 
tremely small and difficult to detect." Un- 
til recentlv. the clear identification of a , , 
lunar influence on planetary temperature 
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was complicated by the lack of an  accurate 
measure of global temperature on  a daily 
basis. 

A data set of significant reliability and 
sensitivity is now available that is poten- 
tially capable of being used to detect a 
lunar influence on global temperature. 
Spencer and Christy ( I  1 ) have developed 
a lower-tropospheric (lowest 6 km) mea- 
sure of global temperature hased on micro- 
wave emissions of molecular oxygen. 
These microwave measurements are made 
by polar-orbiting satellites, thereby pro- 
viding for coverage of the entire planet. 
The  details of the measurement nroce- 
dures are well documented, and this global 
data set is now widely used in climatic 
research (12-20). Although most scien- 
tists have used the monthly averaged, sat- 
ellite-based temperature measurements, 
daily, globally averaged lower-tropospher- 
ic temperatures are now available (21,  
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22). In this investigation, we use these 
daily global temperatures to identify the 
lunar influence on nlanetarv temnerature. 

The daily temperature recbrd usid in this 
study extends from 3 January 1979 to 31 
August 1994. These daily data are expressed 
as global temperature anomalies calculated 
from a 1982-1991 base period when the 
lower-tropospheric temperature averaged 
-269 K; only 1.8% of the data are missing 
over the entire length of record. The daily 
temperature anomalies have a mean of 
-0.01 K (reflecting the global cooling after 
the 1991 eruption of Mount Pinatubo), have 
a standard deviation of 0.21 K, and range 
from -0.61 K on 2 August 1992 to 0.61 K 
on 29 December 1987. 

We  comnuted the lunar nhase for each 
day coinciding with the planetary tempera- 
ture record by determining the average an- 
gular difference between the apparent lon- 
gitudes of the moon and sun for that day. 
The cycle of lunar-phase magnitudes varies 
from 0.0 for the new moon to 1.0 for the full 
moon; lunar phase variations define the 
lunar synodic cycle of 29.53 days. 

Four different analvtical nrocedures 
reveal the existence of lunarL influence 
on the daily lower-tropospheric global 
temperatures: 

1 )  The global temoerature anomalies - 
were averaged within 14 lunar categories of 
approximately equal n size similar in nature 
to the categories used in earlier studies (1- 
4).  A plot of the results (Fig. 1) reveals a 
strong linear relation between lunar phase 
and mean planetary temperature. The 
warmest daily temperatures over a synodic 
month are coincident with the occurrence 
of the full moon when temperature anom- 
alies are generally 0.02 K higher than dur- 
ing new moon periods. 

2) We  further divided the temperature 
data into two lunar uhase classes character- 
izing the extremes of the synodic month. A 
near-new moon class was defined as havine - 
lunar phase values <0.10, whereas a near- 
full moon class was confined to lunar phase 
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Fig. 1. Plot of averaged global temperature 
anomalies versus lunar phase category along with 
0.95 confidence intervals for the means. The cycle 
of lunar phase magnitudes varies from 0.0 (new 
moon) to 1 .O (full moon). 

values >0.90. The mean global temperature 
anomaly was -0.02 K (n = 1129 days) in 
the new moon class and 0.00 K 1n = 1066 
days) in the full moon class. A t' test com- 
paring the group means determined that the 
global average temperatures were signifi- 
cantly different (t = 1.63; P = 0.05). 

3 )  Similarly, we divided the lunar phase 
data into two classes based on the planetary 
temnerature anomalies. One class with tem- 
perature anomalies <-0.3 K had a mean 
lunar phase of 0.49 (n = 518), whereas the 
other class with anomalies >0.3 K had a 
mean lunar ohase of 0.55 1n = 415). A t test 
comparing the lunar phase averages showed 
that the means were significantly different ( t  
= 2.43; P = 0.01). 

4) The dominant cvcles uresent in the 
daily global temperature data set may be 
identified with the spectral analysis program 
used by Ruddiman and McIntyre (23). The 
spectral analysis of the entire data set shows 
an identifiable periodicity corresponding to 
the lunar synodic (29.53-day) cycle (Fig. 2). 
A weaker cycle near 14.77 days, correspond- 
ing to a lunar half-synodic cycle, is also 
evident in the daily global temperature 
record. 

The existence of an  identifiable rela- 
tion between lunar phase and global tem- 
perature begs the question as to its funda- 
mental cause. Presumably the causal factor 
is lunar, but, as pointed out by researchers 
examining the relation between precipita- 
tion and lunar phase (3, 4 ) ,  this cannot be 
demonstrated by statistical analyses alone. 
Other scientists who have examined the 
lunar influence on  various climatic vari- 
ables have suggested several causative 
linkages. For example, increased thunder- 
storm activity near the time of the full 
moon may be related to lunar distortions 
of Earth's magnetic tail (5) .  Another hy- 
pothesis advanced to explain the precipi- 
tation-lunar phase relation involves the 
lunar modulation of meteoritic dust (2) .  
Others have speculated that lunar tidal 

Period (days) 

Fig. 2. Pariial plot of the spectral density esti- 
mates (thick solid line) of the daily global temper- 
ature record from 3 January 1979 to 31 August 
1994 at a bandwidth of 0.0281 (thin dotted line is 
for P = 0.10). Arrows indicate spectral peaks for 
the lunar period (29.53 days) and the synodic half- 
period (14.77 days). 

changes could influence Earth's basic at- 
mospheric circulation patterns, in partic- 
ular, the position of the subtropical high- 
pressure belts (24). 

Also, with respect to global temperature 
variations, a full moon results in an in- 
creased solar load due to the moon's reflec- 
tion as well as to an increase in infrared 
emission from the moon's surface. The in- 
frared flux to Earth is five orders of magni- 
tude less than the direct flux from the sun, 
whereas the shortwave flux is six orders of 
magnitude less than the direct flux from the 
sun 110, 25); the 0.02 K modulation in ~ . . .  
temperature identified in this study is cor- 
respondingly five orders of magnitude less 
than the mean lower-tropospheric temper- 
ature. Feedback responses of global temper- 
ature to potentially lunar-related variations 
in other climatic parameters, such as pre- 
cipitation, cloudiness, and thunderstorm 
activity, may also account for the lunar 
effect on global temperatures. 

Our analyses show a significant empir- 
ical relation between lunar phase and dai- 
ly planetary temperature over the past 15 
years. The  lunar phase appears to produce 
a modulation of approximately 0.03 K in 
the lower troposphere, with the warmest 
daily temperatures over a synodic month 
coincident with the occurrence of the full 
moon. The results not only confirm the 
suspicions of many past scientists but also 
suggest that the daily global temperature 
measurements are quite accurate. Most 
important, lunar influence is identified as 
another potential forcing mechanism to 
consider in the analysis of variability in 
the short-term, global temperature record. 
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Conformation of Macromolecules in the Gas 
Phase: Use of Matrix-Assisted Laser Desorption 

Methods in Ion Chromatography 
Gert von Helden, Thomas Wyttenbach, Michael T. Bowers* 

Conformational data for macromolecules in the gas phase have been obtained by the 
coupling of a matrix-assisted laser desorption ion source to an ion chromatograph. A 
series of polyethylene glycol (PEG) polymers "cationized" (converted to a cation) by 
sodium ions (Na+PEG9 to Na+PEG19) and a protonated neurotransmitter protein, bra-
dykinin, were studied. Mobilities of Na+PEG9 to Na+PEG19 are reported. Detailed mod
eling of Na+PEG9 with molecular mechanics methods indicates that the lowest energy 
structure has the Na+ ion "solvated" by the polymer chain with seven oxygen atoms as 
nearest neighbors. The agreement between the model and experiment is within 1 percent 
for Na+PEG9, Na+PEG13, and Na+PEG17, giving strong support to both the method and 
the deduced structures. Similar agreement was obtained in initial studies that modeled 
experimental data for arginine-protonated bradykinin. 

Determination of the preferred conforma
tions of large molecules traditionally has 
been restricted to the condensed phase, 
both as a means of inhibiting intramolecu
lar motion and as a way of increasing the 
number density of the target molecule. For 
biomolecules such as proteins, the relation 
between conformation and activity has long 
been an active area of research, especially 
the relation between protein folding and 
genetic expression (I). With the advent of 
matrix-assisted laser desorption ionization 
(MALDI) (2) and electrospray ionization 
(ESI) (3), it has become routine to desorb 
molecules of nearly any size into the gas 
phase, where they can be examined by mass 
spectrometry (4). A primary focus of this 
work has been the determination of struc
tural features of these molecules. For exam
ple, considerable progress has been made in 
determining amino acid sequences of pro
teins (5) and, as an adjunct to this work, 
the importance of metal ions as cationizing 
agents both for sequence studies and for 
investigations of their influence on peptide 
chemistry (6, 7). 

More recently, attention has turned to 
conformational studies of macromolecules. 
For example, ESI charge distributions of 
select, multiply charged ions can change 
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with solution properties such as pH or sol
vent. These results were interpreted in 
terms of conformational changes in the bi
omolecules of interest (8). Another ap
proach involves counting the labile peptide 
protons by isotopic exchange, because the 
extent of exchange is believed to correlate 
with the degree of folding of the protein 
(9). Finally, the different collision cross sec
tions that different conformers might ex
hibit have been used to distinguish "larger" 
conformers from "smaller" conformers of 
multiply charged ions in triple quadrupole 
instruments (10), 

Each of the above conformational stud
ies used ESI and hence dealt with multiply 
charged ions rather than singly charged 
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ions. In addition, although the conclusions 
about the existence of different conforma
tions were usually unambiguous, none of 
the methods were designed to give any de
tailed structural information on the various 
conformers observed. In this report, we de
scribe the use of MALDI in conjunction 
with our recently developed ion chromatog
raphy (IC) technique (11). When com
bined with molecular mechanics-dynamics 
methods, these data provide unambiguous 
structural information on singly charged 
cationized macromolecules in the gas phase. 

We investigated the gas-phase structure 
of various polyethylene glycol (PEG) poly
mers in the range PEG9 to PEG 19 (that is, 
from 9 to 19 - ( C H 2 C H 2 0 ) - monomer 
units). These are ideal systems for an initial 
study because they give a range of molecules 
whose connectivities are known and that 
change in a known way. Hence, the effect 
of chain length on conformation can be 
studied. A known series also provides a 
stringent test of the IC method as it must be 
able to reproduce and account for these 
changes without changing the molecular 
parameters used in modeling the system. 
Moreover, because PEG is cationized by 
Na + in our experiments, we can investigate 
the metal ion binding site (or sites) in a 
series of macromolecules of significant size. 
Finally, the distribution of PEG neutral spe
cies results in a distribution of the cation
ized polymers formed in the MALDI pro
cess, reducing the intensity of any one sys
tem by about an order of magnitude and 
providing a real test of the sensitivity of the 
method. The success of these experiments 
prompted application to biopolymers, and 
our initial work on the polypeptide brady
kinin yielded parent ion signals an order of 
magnitude greater than for individual PEG 
systems, which made data acquisition much 
easier. These results, which will be dis
cussed briefly here, will be published else
where (12). 

Ions were made in a MALDI source built 
at the University of California at Santa 
Barbara, which is described elsewhere (13). 

Fig. 1. A MALDI mass spectrum of 
a commercial PEG-600 sample 
present at 0.1 % in a sinapinic acid 
matrix. All peaks below mass 300 
(amu = atomic mass unit) are due 
to the matrix. A number of the 
Na+-cationized PEG peaks are 
identified. 
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