
films, which were prepared on quartz plates 
by spin coating from concentrated cluster 
solutions, are similar to the spectrum of an 
aaueous solution. The Dosition of the max- 
ikum is, however, shifted to the red by 
a ~~rox ima te lv  5 nm. The luminescence . *  

spectrum of the crystalline solid is also sim- 
ilar to the solution spectrum (Fig. 5B) and is 
also shifted slightly to the red (-12 nm). 
Thus, small optical changes that might re- 
flect cluster-cluster interactions in the solid 
samples could be observed. 

In (7) we described the svnthesis and ~, 

characterization of differently sized l-thio- 
glycerol-stabilized CdS clusters. One of the 
prepared species displayed exactly the same 
o ~ t i c a l  behavior as 4. At  that time. we 
speculated, on the basis of elemental anal- 
ysis, small-angle x-ray scattering, and UV- 
VIS spectroscopy, that this sample might 
consist of Cd17 clusters. However, attempts 
to crystallize this compound, which is readi- 
ly water-soluble, have not been successful. 
Nevertheless, it should be possible to crys- 
tallize clusters of the type Cd17S4(RS)26 
with various thiolate ligands RS. This 
should lead to a set of different superlattices 
consisting of almost identical CdS cluster 

L7 

cores, which can be regarded as ideal sys- 
tems for the studv of collective ~henomena  
based on cluster-cluster interactions. 
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Micrometer- and Nanometer-Sized Polymeric 
Ligh t-Emi t ting Diodes 

Magnus Granstrom,* Magnus Berggren, Olle Inganas 

A method for the fabrication of micrometer- and submicrometer-sized polymeric light- 
emitting diodes is presented. Such diodes have a variety of applications. Light sources 
of dimensions around 100 nanometers are required for subwavelength, near-field optical 
microscopy. Another possible application is patterning on the micrometer and nanometer 
scale. Thediodes have been made in the form of a sandwich structure, with theconductive 
polymer poly(3,4-ethylene-dioxythiophene) polymerized in the pores of commercially 
available microfiltration membranes defining the hole-injecting contacts, poly[3-(4-octyl- 
phenyl)-2,2'-bithiophene] as the light-emitting layer, and a thin film of calcium-aluminum 
as the electron injector. 

Since  the first discoveries of electrolumi- 
nescence in semiconducting conjugated 
polymers, interest has grown rapidly and 
many polymers have been used in light- 
emitting diodes (LEDs). The  great interest 
is explained by the significant advantages 
that these systems have in processing, me- 
chanical properties, and geometry possibil- 
ities as compared to conventional semicon- 
ductors (1-4). Another favorable aspect of 
the polymer LEDs is that today it is possible 
to cover the spectral range from blue to 
near-infrared. even within a single familv of 
conductive polymers such asY the poly- 
thiophenes (5). The recent demonstration 
of voltage-controlled electroluminescence 
colors from polymer blends in LEDs (5) as 
well as the possibility of obtaining polarized 
light from oriented polymers in LED devic- 
es (6) extend the possibilities of the poly- 
mer devices by comparison with inorganic 
devices. The mechanism for electrolumi- 
nescence IS also somewhat d~fferent from 
that found In conventional dev~ces. because 
the emission takes place when charged po- 

laron excitons recombine. When holes and 
electrons are injected into the polymer, 
they form positively and negatively charged 
polarons that can migrate under an applied 
field and radiatively recombine when they 
meet (7). 

One of the advantages with polymer 
LEDs is the possibility to choose size and 
geometry freely. So far, this has mainly been 
exploited in making large (several square 
centimeters) LEDs. However, here we show 
that it is also possible to go in the other 
direction and make the light sources very 
small. Such LEDs could be used as light 
sources in scanning near-field optical mi- 
croscopes (SNOMs), where the size of the 
emitting area is crucial (8, 9). 

Two different conjugated polymers have 
been used in making these small LEDs. The 
first one, poly(3,4-ethylene-dioxythiophene) 
(10-13) (PEDOT) ( I ) ,  was used as the hole- 
injecting contact; the other, poly[3-(4-octyl- 
pheny1)-2,Zr-bithiophene] (14) (PTOPT) 
(Z), was used as the electroluminescent layer 
(Fig. 1). To  define the size of the light 
sources. we ~olvmerized the d o ~ e d  and con- , . ,  

Laboratory of Applled Physics, Department of Physics ducting polymer 
and Measurement Technology, Linkaping University, s - in the randomly distributed pores of com- 
581 83 Llnkoping, Sweden. mercially available microfiltration mem- 
'To whom correspondence should be addressed. branes (1 5 ,  16). The pore sizes in such mem- 
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branes span from 10 nm to 14 km. Elec- 
trosynthesis of conjugated polymers inside 
these pores leads to highconductivity mate- 
rials, probably the result of increased order- 
ing of the material (1 7, 18). It also leads to 
electrodes of the same size as the pores, if 
care is taken to stop the polymerization be- 
fore the growing polymer extends beyond 
the narrow mre and starts to mead out on 
the upper skace of the membrane. This is 
therefore a convenient way to prepare small 
electrodes. 

The electrode size is also expected to 
define the size of the light sources. Because 
the electron and hole mobilities are low in 
undoped conjugated polymers, the charges 
will not travel far from the injecting elec- 
trode. The upper limit of the exciton dif- 
fusion length in conjugated polymers has 
been estimated to be 5 nm (19). which 
also supports the idea that the light will be 
emitted only at or very close to the inject- 
ing contact. 

Polycarbonate membranes (Poretics and 
Nuclepore) with pore diameters of 10 km 
(thickness, 10 km) and 100 nm (thickness, 6 
km) were attached to Au contacts on top of 
a glass substrate (16). We polymerized PE- 
DOT from a water solution of 0.1 M mono- 
mer and 0.1 M sodium polystyrene sulfonate, 
using an electrochemical analyzer (Bioana- 
lytical Systems BAS100A). A standard 
three-electrode setup was used with Ag- 
AgCl and Pt as reference and counter elec- 
trodes, respectively, and the polymerization 
potential was 1.3 V versus Ag-AgC1. The 
polymerization was interrupted when the 
conductive polymer fibers reached the upper 
surface of the membrane (16). This proce- 
dure produces a membrane surface with elec- 
trical contacts defined by the doped polymer 
fibers that have grown in the pores. All these 
fibers can then be electrically contacted 
through the Au layer between the glass sub- 
strate and the membrane. 

The electroluminescent polymer PTOPT 
was spin-coated in its undoped form from a 
warm xylene solution (5 rnglml, 50°C) on 
top of the membrane-contact structure. The 
thickness of this layer was estimated from 
optical spectra to be 350 to 450 A. To obtain 

Fig. 1. Structures of compounds 1 and 2. 
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a suitable electron-injecting contact, we 
evaporated a thin layer of the low-work- 
function metal Ca (7) on the PTOPT sur- 
face. The Ca layer was then covered with a 
thin layer of A1 to protect the Ca from the 
ambient atmosphere. The total thickness of 
the A1-Ca metal layer was 180 to 250 A. The 
resulting structure is shown in Fig. 2. The 
light is observed through the metal layer, 
resulting in a considerable decrease in light 
intensitv. 

We evaluated the diode structures using a 
computerized setup with an electrometer 
(Keithley 617), a picoamperemeter (Keith- 
ley 485), and a Si photodiode (Hamamam 
101OBR). This setup makes it possible to 
measure the current-voltage (I-V) character- 
istics and light emission simultaneously. In 
addition to these measurements, an optical 
microscope (Olympus BHSP) equipped with 
a 35-mm camera was used to identlfy the 
individual light sources. In Fig. 3 a typical 
result from a 10-krn sample is shown Com- 
paring the current and light curves, it can be 
seen that one of the charge carriers starts to 
flow first, but no light is seen until both types 
are available and can recombine to give 
excitons (20). In Fig. 4 current and light 
curves for 100-nm diodes are shown. A 
similar behavior is found here, although 
with a lower light intensitv because a small- " 
er fraction of the surface is acting as a 
contact compared to the 10-km samples 
(2.4% and 7.8%, respectively). 

A photograph of the 100-nm LED5 is 
shown in Fig. 5. It is impossible to determine 
the exact size and shape of the llght sources, 
because the optical microscope limits the 
resolution to 0.27 km (magnification, 

I 
Fig. 2. Schematic of the proposed LED. 

Fig. 3. Current (solid line) and light (dashed line) 
as functions of applied voltage for 10-prn di- 
odes. The light is measured as the current from 
the photodiode. 
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X 1000; numerical aperture, 1.25). However, 
it is still possible to detect the light and to 
establish an upper limit to the size of the 
LEDs of not more than 300 nm. This is then 
within the region of a subwavelength light 
source [the emission peak from "normal" 
PTOPT LEDs is at about 600 nrn (14)l. 

From Figs. 3 and 4 the number of pho- 
tons emitted per second from an individ- 
ual diode can be estimated; this can be 
calculated from the current produced in 
the photodiode and knowledge of the 
emitting area. Two important factors need 
to be taken into account when such a 
calculation is performed. First, there is a 
statistical length distribution of the PE- 
DOT fibers, because all pores in the mem- 
brane are not oriented perfectly perpen- 
dicular to the surface. Second, the diodes 
have different lifetimes, and a limiting 
factor for the lifetime of a diode is the heat 
expansion of the PEDOT contacts, which 
is attributable to the high current densi- 
ties. An expanding PEDOT fiber can then 
break through the thin electroluminescent 
PTOPT layer and cause local "burnouts." 
The number of working diodes is therefore 
always smaller than the number of pores in 
the membrane. 

From pictures taken in the microscope, 
the fraction of working diodes is found to be 
in the range of 20 to 25% for both types. 
Taking this into account, a calculation of 
the photon emission gives lo4 photons per 
second for the 10-krn diodes and 10 photons 

Fig. 4. Current (solid line) and light (dashed line) as 
a function of applied voltage for 100-nrn diodes. 

Fig. 5. Photo of nano-LEDs (1 00 nrn) (rnagnifica- 
tion, x 1000; exposure time, 15 rnin). 



per second for the 100-nm diodes. The value 
for the 100-nm diodes is calculated directly 
from the optical image, where the diodes 
appear as 300-nm spots. If the diameter is 
assumed to be 100 nm, the number of pho- 
tons per second increases by one order of 
magnitude to 10'. Looking at the quantum 
efficiencies established for large polymer 
LEDs in the family of polythiophenes, 0.1 to 
1% external efficiencies, and current densi- 
ties of 10 mA/cm2, we could expect 108 to 
lo9 photons per second from the 10-pm 
LEDs and lo4 to lo5 photons per second 
from the 100-nm LEDs. Transmission losses 
in the metal electrode account for a Dart of 
this discrepancy and are measured by optical 
spectroscopy to be on the order of 60 to 80%. 
For our combination of materials, the quan- 
tum efficiency is most probably less than 
0.1%, which, together with the transmission 
losses, brings the theoretical and experimen- 
tal values into agreement with each other. 

The numbers of emitted photons per sec- 
ond are calculated for the currents and volt- 
ages shown in the figures. It should be pos- 
sible to increase these numbers bv at least 
two orders of magnitude by increasing the 
current and using pulse techniques (21 ). As 
a comparison, it could be mentioned that 
one of the standard probes for SNOM, a 
tapered Al-coated optical fiber with a small 
aperture, suppresses the incoming light typ- 
ically by a factor of 105 (8). Different tech- 
niques have been used with light intensities 
between lo3 and 10" photons per second for 
subwavelength light sources (22-24). We  
can then compare these results with projec- 
tions of the best results for polymer nano- 
LEDs, where we mav assume that we could 
increase efficiency 'to somewhere in the 
range of 1 to 10% and also that we might be 
able to operate the devices at current densi- 
ties 10 times higher than those used present- 
ly. These developments would bring the 
photon emission up to the range of lo7 to 
108 photons per second, which puts the poly- 
mer nano-LEDs somewhere in the mid-range 
of the available techniques with respect to 
light intensity. Therefore, it should not be 
ex~ected that ~o lvmer  nano-LEDs would of- 

& ,  

fer drastically better performance as sub- 
wavelength light sources than alternative de- - - 
vices. Rather, an advantage for the use of 
nano-LEDs mav be in the abilitv to manu- 
facture not one'but thousands of iight sourc- 
es at the same time. This accomplishment 
might then be used to create efficient pho- 
topatterning processes that could be used to 
produce a large number of identical patterns 
simultaneously. 

It may be possible in the future to im- 
prove a number of aspects of these struc- 
tures-for instance, increasing the efficiency 
by using transport layers (20) or finding an 
appropriate transparent electron injector 
that could be used in this type of geometry. 

The problem with heat expansion in the 11. G. H e w a w  and F. Jonas, Adv, Mater. 4, 116 
(1 992). 

'Ontacting fibers be reduced 12. J.  C. Gustafsson, B. Liedberg, 0, Inganhs, Solid 
by using a much thinner insulating layer State Ionics 69, 145 (I 994). 
than the microfiltration membrane, in 13. M. Dietrich, J. Heinze, G. Heywanq, F. Jonas, J. 

which small holes for polymerization could 
be made. The possibility of preparing thou- 
sands or millions of light sources at the same 
time, which is essential for some applica- 
tions, may require methods such as ion-beam 
etching to control the distribution of light 
sources on the surface. 
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Influence of Lunar Phase on 
Daily Global Temperatures 

Robert C. Balling Jr." and Randall S. Cerveny 

A newly available data set of daily satellite-derived, lower-tropospheric global temperature 
anomalies provides an opportunity to assess the influence of lunar phase on planetary 
temperature. These results reveal a statistically significant 0.02 K modulation between new 
moon and full moon, with the warmest daily global temperatures over a synodic month 
coincident with the occurrence of the full moon. Spectral analysis of the daily temperature 
record confirms the presence of a periodicity that matches the lunar synodic (29.53-day) 
cycle. The precision of the satellite-based daily temperature record allows verification that 
the moon exerts a discernible influence on the short-term, global temperature record. 

Throughout  history, many societies and 
individuals have believed that the moon 
exerts an  influence on weather and cli- 
mate. Indeed. scientists have been able to 
identify lunar-phase impacts on precipita- 
tion variations ( 1-4). thunderstorm fre- . , ,  

quency (5), ice nuclei concentrations (6) ,  
diurnal pressure changes ( 7 ) ,  hurricanes 
(8) ,  cloudiness as measured by sunshine 
recorders ( 9 ) ,  and possibly global surface- 
temperature estimates (10). Adderley and 
Bowen (2,  p. 749) claimed that "the ap- 
pearance of a lunar component in daily 
temperature in certain parts of the world 
[is] comparatively well known" but is "ex- 
tremely small and difficult to detect." Un- 
til recentlv. the clear identification of a , , 
lunar influence on planetary temperature 
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'To whom correspondence should be addressed. 

was complicated by the lack of an  accurate 
measure of global temperature on  a daily 
basis. 

A data set of significant reliability and 
sensitivity is now available that is poten- 
tially capable of being used to detect a 
lunar influence on global temperature. 
Spencer and Christy ( I  1 ) have developed 
a lower-tropospheric (lowest 6 km) mea- 
sure of global temperature hased on micro- 
wave emissions of molecular oxygen. 
These microwave measurements are made 
by polar-orbiting satellites, thereby pro- 
viding for coverage of the entire planet. 
The  details of the measurement nroce- 
dures are well documented, and this global 
data set is now widely used in climatic 
research (12-20). Although most scien- 
tists have used the monthly averaged, sat- 
ellite-based temperature measurements, 
daily, globally averaged lower-tropospher- 
ic temperatures are now available (21,  
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