
effects has been studied for at least 25 years 
(2). A n  aerosol influence on cloud albedo 
should show temporal and spatial variability 
because of the heterogeneous nature of tro- 
pospheric aerosols. But there was little in- 
terannual or seasonal variability in values of 
p for Cape Grim and American Samoa (Fig. 
4) nor was there significant geographic vari- 
ability (Fig. 3) .  If aerosol effects were im- 
portant in determining p, these variations 
should be much larger. Cape Grim in par- 
ticular is known to be a fairly clean site with 
regard to aerosols; the boundary layer con- 
centration of cloud nuclei is largest in the 
period from December through February 
(8), and the aerosol optical depth at visible 
wavelengths peaks in the period from Sep- 
tember through November (9). But values 
of p for these periods differ little from those 
obtained in March through May and June 
through August (Fig. 4B). 

Although only two GCMs were used in 
this comparison between models and obser- 
vations, comparable discrepancies have been 
reported for more detailed cloud radiative 
transfer models than typically used in GCMs 
(1 ). These studies also investigated the role 
of cloud interstitial water vapor and showed 
that this was not the cause of the enhanced 
absorption. The enhanced cloud S W  absorp- 
tion phenomenon is of significant magni- 
tude. Averaged over the globe and annually, 
C,(TOA) .= -50 W m-2 ( lo ) ,  whereas the 
average observed value for P is 0.55 versus 
0.80 for the GCMs (Fig. 3). For a global 
mean surface albedo of 0.1, Eq. 2 indicates 
that enhanced cloud S W  absorption, by it- 
self, should reduce global mean S W  surface 
absorption by about 25 W mp2 relative to 
contemporary'climate models. This signifi- 
cant discrepancy is consistent with a com- 
parison of four GCMs to surface measure- 
ments (1 1 ) in which cloud effects were not 
isolated and the T O A  S W  flux was not 
constrained. Our finding of enhanced cloud 
SW absorption is also consistent with an 
earlier satellite-surface measurement study 
restricted tb the eastern United States (12). 
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Warm Pool Heat Budget and Shortwave 
Cloud Forcing: A Missing Physics? 

V. Ramanathan," B. Subasilar, G. J. Zhang, W. Conant, 
R. D. Cess, J. T. Kiehl, H. Grassl, L. Shi 

Ship observations and o'cean models indicate that heat export from the mixed layer of 
the western Pacific warm pool is small (<20 watts per square meter). This value was 
used to deduce the effect of clouds on the net solar radiation at the sea surface. The 
inferred magnitude of this shortwave cloud forcing was large (--I 00 watts per square 
meter) and exceeded its observed value at the top of the atmosphere by a factor of 
about 1.5. This result implies that clouds (at least over the warm pool) reduce net solar 
radiation at the sea surface not only by reflecting a significant amount back to space, 
but also by trapping a large amount in the cloudy atmosphere, an,inference that is at 
variance with most model results. The excess cloud absorption, if confirmed, has many 
climatic implications, including a significant reduction in the required tropics to extra- 
tropics heat transport in the oceans. 

W h a t  effect do clouds have on the atmo- the shortwave (SW) cloud forcing at the 
spheric solar absorption? This question is top of the atmosphere [C,(TOA)] is less 
fundamental to the issue of how clouds than 0. The global annual mean value for 
influence climate and climate change. C,(TOA) ( I )  is about -45 to -50 W m-2. 
Clouds reduce the solar radiation absorbed This value is negative because clouds in 
by the surface-atmosphere systemn-that is, general reflect more solar radiation back 
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to space than a cloudless atmosphere. 
C,(TOA) can be partitioned in terms of 
C,(S), the effect of clouds on  the surface, 
and of C,(A),  the effect on the atmospher- 
ic column. If clouds enhance the solar 
absorption by the atmospheric column 
when compared to the solar absorption 
with a clear-sky atmosphere, then C,(A) 
> 0. Here, we used measurements of oce- 
anic heat transport and of the surface heat 
budget in the warm western Pacific ocean 
to deduce values for C,(A).  A companion 
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study (2 )  obtains C,(A) from radiometric 
measurements at T O A  and at the surface. 

The  warm pool (WP) extends roughly 
between 140°E to 170°E and 10°N to 
10"s. Annual mean sea-surface tempera- 
ture (SST) in this region attains the max- 
imum value (=302.5 K )  observed for 
oceans. The  W P  atmosphere is humid and 
cloudy; the frequency of deep convection 
reaches about 60% (3). WP SSTs have 
been remarkably stable on geological time 
scales ( 4 ) ,  and the W P  may play a role in 
the El Nifio Southern Oscillation (5). 
Two major field experiments, TOGA- 
COARE and CEPEX (6) ,  were recently 
conducted to quantify the processes that 
govern the W P  and equatorial Pacific heat 
budget. 

A n  int'rigiling feature of the W P  (7, 8 )  
is that the annual mean dynalnical heat 
transport (D)  out of the W P  mixed layer 
by both the horizontal advection and the 
vertical diffusion is small. Specifically, re- 
cent studies suggested that 0 5 D 5 20 W 
m-2. This, in turn, constrains the long- 
term annual mean net downward surface 
heat flux ( H )  to small values, because 
there should be no net heating, (H - D),  
of the lnixed layer over an annual cycle 
(9) .  Here, we used this condition to try to 
close the heat budget of the W P  with use 
of available data. We  deduce that a large 
reduction (-100 W mp2)  of surface inso- 
lation by clouds is needed; this in turn 
requires that CS(A)  is large (-35 W mp2) 
over the WP. A companion study (2) 
supports this inference and concludes that 
the anomalous solar absorption may be a 
feature of other cloudy regions of the plan- 
et as well. ' 

The net heat flux, H, at the sea surface 
can be expressed as 

H = S , + C , ( S ) - F - E - h  (1)  

We  separated the absorbed solar radiation 
at the surface into two terms: S,, the net 
(down minus up) solar radiation under clear 
skies and C,(S). F is the net (LIP minus 
down) longwave (LW) radiation, E is the 
evaporative heat flux, and h is the turbulent 
sensible heat flux. The net heatiqg of the 
mixed layer is 

Q = H - D  (2)  

D is a sum of twb terms: D,, the horizontal 
advection of heat from the lnixed layer into 
the surrounding oceans, and Dc, the down- 
ward entrainment of heat into the thermo- 
cline below. 

Unless otherwise explicitly stated, all 
of the quantities represent an  average for 
the region between 140°E to 170°E and 
10°N to 10°S. T o  obtain estimates of these 
terms, we analyzed recent data (10) from 
COADS, ERBE, TOGA-TAO moorings, 
CEPEX, and several pre-TOGA research 
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vessel cruises (8) .  The  one exception is 
C,(S): Lack of adequate surface solar radi- 
ation observations combined with a lack 
of understanding of cloud-radiation inter- 
actions within cirrus clouds urevent us 
from estimating this quantity directly. In- 
stead. we estimate it as a residual from Eas. 
1 and 2. Our best estimates for the terms 

SW cloud forcing 

275 -45 -1 00 -110 wm2 

in Eqs. 1 and 2 are shown in Fig. 1. 
Monthly and interannual standard devia- 
tion, l a ,  of the quantities are needed to 
assess the uncertainty in the long-term 
annual means. For values of S and F, the 
observational records are not of sufficient 
duration to estimate la. W e  obtained 
monthly and interannual la values from a 

L Sea surface 
Clear-sky LW cooling SW cloud Evaporation + 

solar heating forcing sensible heat 
flux 

I 

Advection 

Entrainment 

Ocean heat 

Fig. 1. Annual mean 
budget of the WP. Ener- 
gy loss terms are shown 
as negative values, with 
outward arrows to facili- 
tate presentation. 

< = C,(S)/C,(TOA) = 1.5 to close the heat budget 

Table 1. Comparison of estimated clear-sky solar absorption (S,) wlth In sltu measurements. 

Surface 
Present observation Source for surface observation 
(W m-" ((W m-2) 

2"s and 168"E to 158"W 302 306 CEPEX pyranometer data (14) 
(7 March to 16 March 1993) 

14.25% and 170.56"W 268 271 Pyranometer data; American 
(annual mean for 1985) Samoa (15) 

Table 2. Observed and estimated LW cooling at the WP sea surface. Dates and locations for the data are 
as follows: TOGA-COARE, 2% and 156"E, 1 February to 28 February 1993; CEPEX, 2"s and 1 60°E to 
1 70°W, 7 March to 13 March 1993; pre-TOGA-COARE, OoN to 4"s and 1 50°E to 151 "E, 7 May to 20 
May 1988; and pre-TOGA-COARE, OoN and 45"E, 17 February to 10 March 1990. For TOGA-COARE 
and CEPEX, the pyrgeometer data (21) were from the R N  Vickers, and for the first data set from 
pre-TOGA-COARE, the net radiometer data were from the R/V Franklin (8). 

Conditions Flux 
( W  m-') Descrlptlon 

Clear sky 

Average cloudy sky 

Clear sky 
Average cloudy sky 

Average cloudy sky 

Clear sky 
Average cloudy sky 

Average cloudy sky 
(annual average, WP) 

TOGA-COARE and CEPEX 
59 Data for all situations wlthout low clouds and less than 

2 octas of midlevel cloud coverage 
45 All data values were used 

Pre-TOGA-COARE 
55 Maximum reported value was adopted 
45 All data values were used 

Pre-TOGA-COARE (OoN and 45"Q 
39 Radiometer on board R N  Wecoma (22) 

Our study 
59 
43 

Climatology 
40 Empirical climatological estimates (23) 
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combination of the 5-year ERBE data and 
a 10-year-long simulation of the W P  flux- 
es by the National Center for Atmospher- 
ic Research three-dimensional community 
climate model (CCM2) (1 1 ). 

For solar radiation, we obtained values 
for S, by combining 5-year mean ERBE 
values for the T O A  clear-sky albedo, A, 
with Li et al.'s (12) transfer function for 
converting A to net radiation at the surface 
in conjunction with observed W P  humidity 
values (1 3). This lnethod was first validated 
with in situ pyranometer data taken at the 
surface (Table 1 )  from a ship (R/V Vickers) 
in the central equatorial Pacific ocean (14) 
and from a lneteorological station at Amer- 
ican Samoa (15). 

The  estimated annual mean value for 
the W P  is 275 W mp2. Because we adopt- 
ed a water vapor amount (-54 kg mp2)  
that was representative of average cloudy 
conditions (13) ,  the estimated values for 
S, do not suffer from the bias that might 
have resulted had we used just the data for 
clear-sky humidities. In summary, we 

Fig. 2. Time serles of 
evaporative heat flux 
(upper panel), computed 
from hourly data (solid 
line) and daily averaged 
data (dotted line), and 
their difference (hourly - 
daily, lower panel). 

adopted S, = 275 W mp2  (Fig. 1 )  with the 
range 270 5 S, 5 280 W mp2 (16). 

A t  the surface, LW cooling (F)  is equal 
to uT4  - F where T is the SST and Fp  
is the downward emission by the atmo- 
sphere and clouds. W e  let F = F; + 
CI(S)  [where the clear sky flux is F; and 
the LW cloud forcing at the surface is 
CI(S)] .  We  calculated Fa using tempera- 
ture and humidity soundings launched 
from ships from 1985 to 1989 as input to a 
LW radiation model (17). For the 5-year 
period, a total of 96 W P  ship soundings 
were available. The  computed clear-sky 
LW cooling was 59 W mp2. The  uncer- 
tainty attributable to sampling error (18) 
was about 1 W mp2. 

We  computed cloudy-sky downward 
fluxes for various cloud types including 
low, middle, cumulonimbus, and cirrus 
clouds. Cloud distributions were obtained 
from satellite and ship data (19). The 
surface LW cooling was 43 W m-2 for the 
average cloudy conditions. The  inclusion 
of clouds reduces the value from 59 to 43 

0 ' " " " ' ~  - ,  

13Sep. 1992 Oct. 13 Nov. 1 2  Dec. 12 I1  Jan. 1993 Feb. 10 Mar. 8 

Time (day) 

Hourly value - daily value 4 

~- ~ 

13 sip. 1992 Oct. 13 Nov. 12 Dec. 12 11 Jan. 1993 Feb. 10 Mar 8 

Time (day) 

Table 3. Upper ocean heat transport in the WP 

Reference Descr~ption D (W m-') 

Observational study'in the WP (7) 
Observational study between 

1 50°E and 1 8O0E (22) 

RN Franklin cruise data (8) 
(location: 0" to 5"s; 143"E to 
1 50°E; 10 January to 3 February 1986) 

Coupled ocean-atmosphere model study (28) D 

Primitive equation model of the 
equatorial ocean (29) 
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W m-2-that is, CI (S)  = 16 W m-2. T o  
assess the magnitude of the sampling prob- 
lem, we adopted another method (20) us- 
ing the 5-year ERBE data. This method 
yielded a value for CI(S)  of -19 W m-2, 
in excellent agreement with the value of 
16 W mp2  obtained directly from the ship 
sondes. 

The clear-sky value for F (5.9 W m-2) 
and average cloudy-sky value for F (43 W 
m ~ ~ )  are within 5 W m-2 of available 
observations and climatological estimates 
(21-23) (Table 2). It is meaningful to com- 
pare the yearly means with the ship obser- 
vations because the mean monthly varia- 
tion of F is estimated to be small ( l a  5 4 W 
m-2) (1 1) .  We adopted the maximum ob- 
served value of 45 W mp2 and a range of 35 
5 F 5 45 W m-2 (Table 2). 

Values for E and h were obtained from 
surface data collected continuously for 
about 2 years by TOGA-TAO moored 
buoys in the WP. These buoys measure 
SST, boundary layer temperature, humidity, 
and winds. We  used these data to estimate 
E and h values with the bulk aerodynamic 
method (24), which accounts for the steep 
increase in the turbuient exchange coeffi- 
cient under low wind speed; this lnethod 
agrees within 10% (even under conditions 
of low wind speed) with the direct evapo- 
ration flux measurements taken from air- 
craft during CEPEX. Data from a total of 20 
W P  buoys were available..They were col- 
lected in the form of both daily averages 
and hourly averages. We  have used the 
daily averaged data rather than the hourly 
data to compute E, as the latter are often 
not available. The sensitivity of E to differ- 
ent strategies of obtaining hourly data is 
about 1 W mP2. For the three buoys for 
which both hourly and daily data were 
available (25), our estimate of E from the 
hourly data is 102 W mP2 and that from the 
daily averaged data is 89 W mP2 (25) for 
the data period from mid-September 1992 
to late February 1993 (Fig. 2). O n  the basis 
of this comparison, we conclude that the 
daily data underestilnates E by 13 W mP2. 
The annual average E computed from the 
daily data for the 20 buoys is 88 W mP2. To  
this, we added the bias of 13 W mp2 to 
obtain our best estimate of 100 W m-2 
(rounded to the nearest 5 W mp2) ,  which 
agrees with the climatological estimate (26) 
of 100 W mp2. A n  uncertainty of 15 W 
mp2 is assumed, which yields 85 5 E 5 115 
W m-2. 

The  annual mean value of h from the 
buoys is 10 W mp2,  which includes a 3 W 
mP2 cooling due to the colder rain drops 
(27). The  range of annual mean value for 
h from published estimates (23,  24, 26) 
and the buoy data is 5 5 h 5 10 W ~ n - ~ .  
We  adopted the maximum value of 10 W 
mp2.  The  sum of E and h is estimated to be 
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110 W mp2 with a range of 90 < (E + h) 
< 125 W m-2. Recent observational and 
modeling studies (7,  8 ,  28, 29) imply that 
dynamical heat transport from the mixed 
layer, D, is less than 20 W 1np2 and most 
likely (8, 29) less than 10 W m-2 (Table 
3).  Although the data suggest a range (10 
5 D 5 20 W m p 2 ) ,  we adopted 20 W mp2  
as our best estimate (Fig. 1 ) .  W e  also 
estimated S W  cloud forcing at the surface 
by letting Q = 0.0 in Eq. 2, which yields 

Upon using the central, upper, and lower 
values of the various quantities (Fig. I ) ,  we 
obtained a value for C,(S) of -100 W mp2 
and a range of - 135 < C,(S) < -80 W 
mp2. 

Even though we adopted central values 
(or our best estimate) for the surface cool- 
ing terms and maximum values for F, h, and 
D, the required magnitude of C,(S) to close 
the W P  heat budget is still large (--I00 
W mp2).  The only direct observational es- 
timate for CS is the ERBE 5-year average 
T O A  value, which is -66 W m-2. The 
error in the ERBE value due to temporal 
and spatial salnpling should be negligible, 
and the bias error (30) is estimated to be 
less than 10 W mP2. 

The large value of C,(S), when com- 
pared with the ERBE C,(TOA) value, sug- 
gests that clouds (or cloudy skies) enhance 
the atmospheric solar absorption signifi- 
cantly, compared with clear-sky solar ab- 

I A :  DISORT 
0 :  Li eta1 

Column average 

li e, ; = 30" e ~ ~ 3 0 a I  
Oo = 60" 

Water clouds (low) Cumulonimbus Anvils and cirrus 

Fig. 3. Comparison of the value for i s  inferred in 
this study with computed values (31) of i s  for 
different cloud types and for two different radiation 
models: DISORT and Li eta/ .  (72). Low clouds in 
the DISORT code have tops at 3 km and bases at 
1 km with an effective radius of 10 p.m. The cirrus 
clouds are 1 km thick with tops at 10 km, and the 
anvils are 3 km thick with tops at 12 km. The 
cumulonimbus clouds are 6 km thick with tops at 
12 km. The effective particle radius in DISORT is 
60 p.m for all clouds except low clouds. We use a 
modified gamma distribution function for equiva- 
lent spheres. The spectrum ranges from 0.2 to 4.0 
p.m; 0, is the solar zenith angle. From the Li eta/ .  
model (12), we used ERBE albedos and ship 
sondes as input. 

sorption. The ratio, f, = C,(S)/C,(TOA), is 
~ 1 . 5  for our optimum values (Fig. 1). Mod- 
el results (Fig. 3 )  (31) suggest that irrespec- 
tive of the value of the optical depth or 
the cloud phase (water or ice cloud) or the 
height of clouds, fs < 1.2. With a few 
exceptions (32) ,  current radiation models 
suggest that clouds act merely to shade the 
sea surface from solar radiation with verv 
little effect on the vertically integrated 
atmospheric absorption. 

There are several uncertainties in our 
approach, which result from uncertainties 
in the values, particularly those for E and D. 
In addition, f, depends on the accuracy of 
ERBE-derived values for CS(TOA).  If we 
make the extreme (but plausible) assump- 
tion that C,(TOA) = -72 W mP2 (a bias 
error of 6 W mp2) and in addition assume 
maximum values for F (45), E + h (125), 
and D (20), the required value for fs reduces 
to about 1.2 (=  85/72). 

We  need collocated observations of 
TOA and surface solar radiation to verify 
our inference that fs - 1.5. Cess e t  al. (2) 
compared ERBE and GOES observations 
with simultaneous observations of solar ra- 
diation measurements at several surface sta- 
tions. Their data demonstrate that there 
was a large and unexplained solar absorp- 
tion (as much as 25 W mp2 globally) in 
cloudy atmospheres. 

Irrespective of the actual value of fs, our 
results highlight a fundamental gap in our 
knowledge. We  do not know whether 
clouds significantly enhance or have no 
effect on  the atmospheric solar absorption. 
Additional in situ radiometric observa- 
tions are needed to establish the magni- 
tude of this effect. If the true value for fs is 
about 1.5, the atmospheric solar absorp- 
tion above the W P  will increase by about 
35 W m-2 (from its clear-sky value of 100 
W m-2), and the W P  mixed layer solar 
heating will decrease by 35 W mp2.  These 
changes are about 25 to 50% of the excess 
energy that has to be transported from the 
equatorial regions to the extra tropics by 
the atmosphere and the ocean. W e  con- 
clude that the excess solar absorption in 
the atmosphere will have an  effect on  the 
role of tropical clouds in climate and cli- 
mate change through their effects on  the 
net equator-to-pole heating gradient of 
the atmosphere and the oceans, the hydro- 
logical cycle, and the surface heat budget 
(33). 
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Clustering and Periodic Recurrence of 
Microearthquakes on the San Andreas Fault 

at Parkfield, California 
R. M. Nadeau, W. Foxall, T. V. McEvilly 

The San Andreas fault at Parkfield, California, apparently late in an interval between 
repeating magnitude 6 earthquakes, is yielding to tectonic loading partly by seismic slip 
concentrated in a relatively sparse distribution ,of small clusters (<20-meter radius) of 
microearthquakes. Within these clusters, which account for 63% of the earthquakes in 
a 1987-92 study interval, virtually identical small earthquakes occurred with a regularity 
that can be described by the statistical model used previously in forecasting large char- 
acteristic earthquakes. Sympathetic occurrence of microearthquakes in nearby clusters 
was observed within a range of about 200 meters at communication speeds of 10 to 100 
centimeters per second. The rate of earthquake occurrence, particularly at depth, in- 
creased significantly during the study period, but the fraction of earthquakes that were 
cluster members decreased. 

Conceptual methods for earthquake fore- 
casting and hazard mitigation depend criti- 
cally on the process of fault slip being time- 
varying in a predictable manner, and evi- 
dence for such behavior has been elusive 
(1 ) .  In this report we describe patterns of 
lnicroseismicity that show clustering in 
space, periodic recurrence, and systematic 
changes with time on the Parkfield stretch - 
of the San Andreas fault, and we discuss 
possible mechanisms for this behavlor. 

Slnce 1987, seismicity near Parkfield, 
California, has been monitored with a net- 
work of sensitive seismographs installed in 
boreholes. This stretch of the San Andreas 
fault has experienced magnitude (M) 6 
earthquakes on average every 22 years, on 
the basis of the record from 1857 to 1966 
(2).  Hypocenter locations for the last three 
events in the sequence define a common 
nucleation zone on the fault to within a few 
kilometers. A diverse earthauake nrediction 
experiment is underway at Parkfield to es- 
tablish a baseline of narameters that mav 
reveal anomalous behavior before the next 
M 6 event 13). . , 

Approximately 3000 earthquakes were 
recorded and located from January 1987 
to June 1994 on the central 25-km-long 
section of the fault zone being studied. 
A three-dimensional model for P and S 
wave velocities for this segment has been 
develoned from the lnicroearthauake data 
(4). The small earthquakes are concentrat- 
ed along a slipping fault zone that is char- 
acterized by locally depressed seismic wave 
velocities, particularly the shear-wave ve- 
locity (V,), and by a region of elevated 
V,/V, near the presumed nucleation volume 
of the repeating M 6 earthquakes (V,,, P 
wave velocity). 

Earih Scences Divrson, Lawrence Berkeley Laboratory, 
and Sersmoqraphic Station, University of California, 
Berkeley, CA-94720, USA 

More than half of the earthquakes can 
be grouped spatially into small clusters 
within which events exhibit highly similar 
recorded waveforms, in many cases over the 
full 100-Hz bandwidth of the data (Fig. 1)  
15). The generation of near-identical wave- . , - 
forms at wavelengths'as short as 50 m sug- 
gests that the sources of seismic wave radi- 
ation for these clustered events are essen- 
tially repeating ruptures on a common slip 
surface. We  are dealing lnainlv with small 
earthquakes in the ma&it!tde iange O to 1 
on fault surfaces with dimensions of a few 
meters (6). The largest events studied have 
conventionallv estimated source dimen- 
sions of a few 'tens of meters, although it is 
possible that the source dimension has been 
overestimated because of attenuation ef- 
fects (7). Within the individual clusters, 
where relative location. resolution is a few 
meters, we can study fault zone dynamics at 
a scale approaching that of large laboratory 
experiments. 

To  analyze the clustering phenomenon 
quantitatively, we assigned the -1700 
earthauakes in the 1987-92 neriod to event 
clusters using an equivalency class (EC) 
algorithm (8, 9) ,  and the assignments were 
further refined by visual inspection and re- 
grouping. The similarity measure, p, used in 
the EC organization is based on a network- 
wide characterization of maximum cross- 
correlation coefficient values for P and S 
waves between pairs of earthquakes, and it 
varies svstematicallv with the distance (off- 
set) sepkrating eve1;t pairs (Flg. 2). ~ n ' u l l -  
expected result of this analysis was that the 
correlated earthquake pairs tended to fall 
into two distinct, offset-dependent popula- 
tions. One group (p > 0.9) contains event 
pairs separated by less than about 200 m, 
and the other group contiins those pairs ( P  
< 0.6) having offsets greater than 500 In. 
The  P versus offset relation seen for the 
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