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HIV Population Dynamics in Vivo: 
Implications for Genetic Variation, 

Pathogenesis, and Therapy 
John M. Coffin 

Several recent reports indicate that the long, clinically latent phase that characterizes 
human immunodeficiency virus (HIV) infection of humans is not a period of viral inactivity, 
but an active process in which cells are being infected and dying at a high rate and in large 
numbers. These results lead to a simple steady-state model in which infection, cell death, 
and cell replacement are in balance, and imply that the unique feature of HIV is the 
extraordinarily large number of replication cycles that occur during infection of a single 
individual. This turnover drives both the pathogenic process and (even more than mutation 
rate) the development of genetic variation. This variation includes the inevitable and, in 
principle, predictable accumulation of mutations such as those conferring resistance to 
antiviral drugs whose presence before therapy must be considered in the design of 
therapeutic strategies. 

DesDite an extensive international re- 
search effort, HIV infection remains incur- 
able and onlv modestlv treatable. The  in- 
fection of hukans with' this virus is charac- 
terized by three phases (1-4). Within sev- 
eral weeks after infection, there is a n  early 
phase with acute symptoms, extensive vire- 
mia, and large numbers of infected CD4- 
positive T cells in blood. Roughly coinci- 

The author is in the Department of Molecular Biology and 
Microbiology, Tufts University School of Medcine, 136 
Harrison Avenue, Boston, MA 021 11, USA. 

dent with the onset of the antiviral immune 
response (which includes antibodies and 
cytotoxic T cells), the amount of circulat- 
ing virus declines by a factor of 100 or more 
(5, 6), leading to a clinically latent phase of 
variable duration with low but constant 
amounts of virus and infected cells in cir- 
culation and, usually, very gradually declin- 
ing numbers of CD4+ T cells: After about 
10 years of clinical lateticy, the number of 
CD4+ T cells declines to very low values 
and the symptoms of acquired immunode- 
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ficiency syndrome (AIDS) appear, coinci- 
dent with sharply increasing levels of virus 
and infected cells in circulation. 

affect only new rounds of infection, not the 
lifetime of infected cells, the rate of produc- 
tion of virus from previously infected cells, 
or the clearance of free virus from the 
blood. This assumntion is consistent with in 

Total CD4 T cells 
- - - - - - - - - -  

The ultimate collapse of the immune 
system despite the apparent low level of 
viral replication during the course of infec- 
tion is the central ~a r adox  of AIDS. A 

vitro studies and is strongly supported by 
the consistencv of data with different tvnes 

resolution of this paradox may be at hand. 
Recent findings from a number of clinical 
trials now reveal HIV infection as an  ex- 
traordinarily dynamic process in which a 
reasonablv stable steadv-state hides a sur- 

of inhibitors, which are unlikely to share 
common side effects. Second, the virus eon- 

A L 

ulation sampled (that in blood) must come 
from, or at least represent, the important 
replicating virus population, now believed 
to be predominantly in lymphoreticular tis- 
sue (1 0 .  22. 23). It seems likelv that there is 

0 1 to2 7t014 
Time (days) 

prisingly high rate of ;eplication of virus 
and turnover of infected cells. Fig. 1. Klnetlcs of virus load and cell number In 

HIV-infected individuals. The flgure shows a com- 
posite of results from a number of studies monl- 
toring the concentration in blood of wild-type and 
drug-resistant genomes by B-DNA or competitive 
reverse transcriptase-polymerase chain reaction 
(RT-PCR) assays as a function of time after drug 
treatment. The numbers shown on the abscissa 
Indicate the range of values reported. The studies 
compiled here include trlals on the nucleoslde RT 
inhlbitors 3TC (15) and AZT (16), nonnucleoside 
inhlbitors nevariplne (1 7, 18) and delavirdine (191, 
and the protease inhibitors ABT-538 (14, 17) and 
L735,524 (1 7). The mutant virus curve is derived 
from results obtained with RT inhibitors; the status 
of virus reappearing after treatment with protease 
inhibitors has not yet been determined. 

The problem addressed in these studies 
followed from a number of nrior measure- 

rela;ively ;apid (although perhaps ineffi- 
cient) exchange of virions between the two 

ments of levels of virus or virus-infected 
cells in blood (7-9) or in lymph nodes (10, 
11). Although a correlation between free 
virus and reduction in CD4+ T cells could 

- 
compartments, but resolution of this issue 
will reauire more direct exoerimentation. 

The conclusions of these studies lead to 
a model of the infection Drocess that, al- 

be obtained, it was impossible, from static 
measurements of this sort, to infer the dy- 
namics of the virus-cell interactions under- 
lying the steady-state values. To  view the 
dynamics, it was necessary to perturb the 
steady state. This perturbation has been 
accomplished by blocking infection of cells 
in HIV-infected patients with lower than 
normal CD4 counts (12) by continuous 
treatment with potent inhibitors. The effect 
of the treatment was then measured by use 
of highly sensitive and reproducible assays 
for viral RNA in blood (7,  13, 14). Amaz- 
ingly concordant results (summarized in Fig. 
1)  were obtained after treatment of HIV- 
infected oatients with at least six different 

though simple and somewhat incomplete, 
has novel implications for understanding 
important aspects of HIV pathogenesis. In- 
cluded are the mechanism and significance 
of genetic variation of the virus, particularly 
development of drug-resistant mutants, and 
the role of virus replication and cell killing 
in the development of AIDS. Strategic con- 
siderations to guide the development of 
new approaches to therapy for HIV infec- 
tion could follow directly from this im- 
proved understanding. 

replication cycle time will be somewhat less 
than the average lifetime of the infected, 
virus-producing cells. 

In addition to cells productively repli- 
cating virus, a few other types of infected 
cells must be added to the list. A t  the 

A Simple Steady-State Model 

The significance of these exneriments can 
compounds, including nucleoside (1 5, 16) 
and nonnucleoside ( 17-1 9)  inhibitors of 

- 
best be understood in the context of a sim- 
ple conceptual model of the infection pro- 
cess (Fig. 2). The very simplest model 
would include two populations of cells, one 
uninfected and one productively infected. 
The productively infected cells can be fur- 
ther divided into two phases: cells that are 

simplest, these include the following: 
1) Latentlv infected cells, in which the 

reverse transcriptase ( k ~ ) ,  as well as active- 
site inhibitdrs of the viral protease ( 14, 17). 
Prior to treatment, the concentration of 
virus in circulation remained essentially 
constant over periods of weeks to months. 
In all cases, however, there was a rapid 
decline in the concentration of circulating 
virus after treatment, with a half-time of 
about 2 days, and little variation from pa- 
tient to patient. The concentration of virus 
declined to as little as 1% of the initial 

nonproducing period is substantially longer 
than for the productive infection cycle dis- 
cussed above. It has been proposed that 
some classes of nonactivated CD4 cells as 
well as immature monocvtes mav enter a 
period of latency after infection and not 
produce virus until activated (24, 25). Such 
cells, if present, would serve as a reservoir 
caoable of maintainine the infection even 

not yet virus-producing (DNA-positive, 
RNA-negative) and virus-producing cells 
(RNA-positive). A t  some point after the 
cells start to produce virus, they die (either 
by direct effect of the virus replication or as 
a result of a cvtotoxic immune resnonse). 

u 

after the most effective antiviral therapy. 
They could also provide a long-term mem- 

value at 1 to 2 weeks after treatment and 
then, in most patients, started to increase. 
When examined, the increase in'viral RNA 
concentration was found to be due entirely 
to mutants resistant to the drug used (15, 
17, 20). In cdntrast to the genomic RNA 
pattern, analysis of proviral DNA in circu- 
lating cells revealed a high proportion of 
wild-type proviruses months after the start 
of treatment (1 7, 21). Finally, in all studies, 
there was a rapid increase in the number of 
CD4 cells in circulation, which declined 
back to near starting levels coincident with 
the rise in mutant genomes. 

Newly infected cells are recruited b; infed- 
tion of the uninfected cell pool. If the sys- 
tem is at steady state, the rate of infection 
must equal the rate of death of infected 
cells. and the rate of reolenishment of un- 

ory of viral genotypes no longer present in 
replicating viral populations. 

2) Chronically producing cells, which 
produce virus over an extended period of 
time, in contrast to the limited life-span of 
productively infected cells. With simple ret- 
roviruses (such as murine leukemia virus) 

infected cells (by division or de novo gen- 
eration) must eaual the rate of loss of all 
cells combined. Also, the ratio of virus- 
oroducing to total infected cells will be 

there seems to be little death of infected 
cells, and chronically infected cells proba'- 
bly provide the major reservoir of virus. The 
existence of such cells in lentivirus infec- 
tion is much less clear. 

3) Defective proviruses. If the infection 
process involves frequent sequential infec- 
tion of cells and the lifetime of infected 
cells is substantiallv less than that of unin- 

- 
equal to the average length of the produc- 
tive phase divided by the lifetime of these 
cells. The rate of production of virus will be 
proportional to the number of virus-produc- 
ine cells, and the steadv-state concentration " 

Inferences regarding HIV population dy- 
namics in vivo rely on two principal as- 
sumptions. First, the treatments used must 

of;irus in  blood will be determined by the 
balance between its rate of oroduction and 
rate of clearance. Finally, the average virus fected cells, then the accumulation of cells 
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Fig. 2. A simple steady-state model for virus in- 
fection. Total cells are maintained at a constant 
level by replenishment (upper left) balancing the 
rate of death owing to natural causes as well as 
virus infection. Infection of cells moves them into 
one of three pools: productively infected cells with 
the most rapid turnover (second row), which pro- 
ceed through a nonproducing phase followed by 
a producing phase and cell death; latently infected 
cells (third row), in which the nonproducing phase 
is considerably extended but (for the sake of ex- 
ample) the producing phase is identical to that of 
productively infected cells; cells with defective 
proviruses (fourth row), which do not produce vi- 
rus and escape immune recognition; and chroni- 
cally producing cells (fifth row), which produce 
virus for an extended period of time. 

containing proviruses with a variety of de- 
fects that prevent virus replication and cell 
killing is inevitable. Defects arise frequently 
as a conseauence of errors durine reverse 

u 

transcription of wild-type genomes (26, 27), 
and a fraction of these will have the property 
that the cell does not produce virus and does 
not die prematurely but preserves the defec- 
tive provirus. Not all proviruses incapable of 
replication will have this property: many 
that exmess some viral  rotei ins mav still kill 
the infected cell or allow it to be recognized 
bv the immune svstem. The survival of the 
cell containing a defective provirus would 
provide a powerful selection force for the 
provirus, since it would greatly outlive pro- 
ductively infected siblings. 

Measurement of ~ o ~ u l a t i o n  sizes alone . . 
(including the numbers of infected and vi- 
rus-producing cells, the viral burden, and so 
on) can never give sufficient information to 
determine the relevant rates of production 
of virus and cells or their lifetimes. For 
example, the static ratio of RNA-positive to 
DNA-positive cells, estimated at about 5:l 
in lymph nodes of infected individuals (1 1 ), 
provides only a snapshot reflecting the ra- 
tios of the different infected cell types com- 
bined with the relative time each type of 

Free mutant virus 

Total wt infected cells 

Time 

Fig. 3. Predicted effect on relative amounts of 
cells and virus after perturbation of the steady 
state at time 0 with a fully effective inhibitor of HIV 
infection. 

infected cell spends in the two phases. De- 
termination of the actual times involved 
cannot be accomplished without perturbing 
the steady state. 

If a population of infected cells in this 
steady state is treated with an inhibitor that 
rapidly, efficiently, and specifically blocks 
new rounds of virus infection, then the 
sequence of events diagrammed in Fig. 3 
will occur. First, the total number of infect- 
ed cells (as given by the quantitation of 
cells containing viral DNA) will begin to 
decline after a short lag representing the 
time of ~roviral DNA svnthesis. The initial 
rate of decline will be equal to the average 
death rate (that is, the inverse of the mean 
lifetime) of all cell populations weighted by 
their size. This curve will decline through a 
series of slopes representing the turnover 
rates of the different infected cell popula- 
tions (that is, productively infected, latent- 
ly infected, and defective plus chronically 
infected). Given sufficientlv accurate mea- 
surements, it should be possible to estimate 
the number, size, and lifetime of the differ- 
ent populations. 

Second, after a lag reflecting the time 
between infection and the onset of cell 
death (the eclipse period), the number of 
cells producing wild-type virus will decline 
through a multiphase curve reflecting the 
death rates of the various virus-producing 
cell populations. 

Finally, the amount of free virus will, 
after a similar lag, decline over time with a 
curve that reflects the balance between the 
rate of virus ~roduction and the rate of 
clearance or loss from the blood (by what- 
ever means). Because the rate of virus pro- 
duction will be proportional to the number 
of virus-producing cells, the curve of declin- 
ing virus levels will, of necessity, lag at least 
slightly behind the decline in virus-produc- 
ing cells (17). Again, steps in the curve will 
reflect contributions to the virus popula- 
tions from the various types of infected 
cells. In particular, the curve will level off at 
the end of the first phase at a relative 

amount of virus that places an upper bound 
on the contribution to the pool from latent- 
ly and chronically infected cells. 

Most importantly, although neither the 
death rate of infected cells nor the clear- 
ance rate of free virus can be estimated from 
the curve of free virus versus time, the curve 
does provide an upper bound for both these 
values at the same time. Thus, the midpoint 
of the curve must be greater than the mean 
lifetime of an infected cell and must also be 
greater than the half-life of circulating vi- 
rus. Assume an initial steady state of circu- 
lating virus [that is, the rate of production 
(itself proportional to the number of virus- 
producing cells) equals the rate of clearance 
(proportional to the virus concentration)]. 
As the number of infected cells decreases as 
a result of drug treatment, the concentra- 
tion of virus will decrease, but somewhat 
more slowly. The curve of virus concentra- 
tion with time will most strongly reflect 
whichever is larger, cell death rate or virus 
clearance rate, but will always be at least 
slightly greater than either, and thus its 
midpoint provides a maximum estimate for 
both the mean lifetime of an infected cell 
and the half-life of virus clearance. 

After the decline of wild-type virus, mu- 
tant virus resistant to the inhibitor used will 
increase in the cell population. The rate of 
increase is difficult to model, because it 
depends on the increase in the probability 
of transmission of the mutant virus to suit- 
able uninfected cells in the absence of com- 
petition by wild-type viruses. There are, 
however, two important aspects of the ki- 
netics of resistant mutants that can be un- 
derstood. First, the timing of appearance of 
these mutants in the virus population will 
be strongly dependent on their frequency at 
the time of treatment. Second, their final 
steady-state level in the presence of the 
inhibitor should generally be less than that 
of wild-type virus before the initiation of 
treatment. Because the mutant virus will 
always replicate, at least slightly, more 
poorly than wild-type in the absence of 
inhibitor (otherwise the mutation would be 
present in wild-type virus), it can be expect- 
ed that it will also display a reduced repli- 
cation capacity in its presence. This effect is 
likely to result in a steady-state level of 
infected cells reduced relative to what it 
would have been without treatment, and a 
corresponding reduction in the level of mu- 
tant virus found in blood. 

As the number of productively infected 
cells declines, so does the rate of cell death, 
and a corresponding increase in the total 
number of cells ensues. Because replace- 
ment and cell death are initially in balance, 
the initial rate of increase in cell number 
will provide a lower bound on the cell death 
rate resulting from virus infection (14). As 
mutant virus reestablishes the infection and 
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the death rate increases, the cell number 
will decline to a value similar to (or slightly 
greater than) the initial value. 

Application to the Infected Host 

Although considerable work will be needed 
to refine the numbers, incisively test the 
assumptions, and formulate detailed kinetic 
models, the analyses described above al- 
ready permit some important inferences 
based on the simple model described here. 

First, the turnover of cells and virus is 
much greater than previously thought. A 
reduction of 100-fold in the level of virus 
within 2 weeks implies an average lifetime 
of an infected cell of less than 1 to 2 days, 
and the mean replication cycle time of the 
virus must be still less. Thus, the virus is 
replicating at a rate of some 300 or more 
cycles per year. In the median 10-year pe- 
riod of clinical latency, the virus genomes 
present in the infected individual are re- 
moved by 3000 generations from the virus 
that initiated the infection. O n  average, the 
virus that is transmitted to another individ- 
ual will be over 1000 generations removed 
from the initial infection. This extent of 
replication per transmission cycle is proba- 
bly without equal among viral (or possibly 
even bacterial) infections. Most other virus 
infections involve either short times (influ- 
enza and many others), truly latent infec- 
tion of cells (as in herpesviruses), or a major 
role of chronically infected cells (as with 
other types of retroviruses). 

Second, the decline of wild-type virus in 
circulation to 1% or less 1 to 2 weeks after 
the beginning of treatment shows that the 
contribution'to the virus pool either from 
activation of latently infected cells or pro- 
duction from chronically producing cells is 
very small. More than 99% of the virus 
present at any one time is produced by cells 
infected within the previous week or two, 
and 30 to 50% from cells infected within the 
previous day. While a small population of 
latent or chronically infected cells may exist 
(as infected macrophages, for example), fur- 
ther experimentation based on assays with 
greater sensitivity and discrimination be- 
tween mutant and wild-type genomes will 
be needed to quantitate them. Clearly, the 
majority of the ,infection is carried forward 
by repeated cycles of infection by virus from 
recently infected cells and not by infection 
with virus from a reservoir of cells infected 
at some earlier stage. 

Third, the infection is directly causing a 
large turnover of target T cells. If the indi- 
vidual has a normal complement of about 2 
x 10" CD4+ T cells (14), and 5% or more 
of these are productively infected (23), then 
substantially more than lo9 cells die and 
must be replaced every day. A similar value 
can also be calculated from the initial rate 

of recovery of the CD4+ T cell population 
after drug treatment (14). Although the 
normal replacement rate is not known, the 
rapid recovery of the CD4+ T cells after the 
onset of treatment, followed bv their de- 
cline as the virus load is reestablished, im- 
plies that the replenishment system is being 
severely stressed by the infection and that 
the deoletion observed in CD4 cells is a 
direct result of their destruction, not a fail- 
ure of their production (14). 

Fourth, the presence of wild-type provi- 
ruses in circulating peripheral blood mono- 
nuclear cells (PBMCs) long after wild-type 
genomes have disappeared from the circu- 
lating virus population implies that a sub- 
stantial fraction of these cells were infected 
months oreviouslv and are not reoresenta- 
tive of the majorky of the replicahng virus 
population. Indeed, it is highly likely that 
many or most of these cells contain defec- 
tive proviruses selected by virtue of survival 
of the infected cell as discussed above. This 
conclusion is supported by the high fre- 
quency of defective genes (particularly enw 
and tat) among sequences cloned from 
PBMC DNA (28-32). These consider- 
ations throw serious doubt on the common 
practices of interpreting the amount of pro- 
viral DNA in circulating PBMCs as a mea- 
sure of "virus burden" and its genetic com- 
position as representative of the replicating 
virus pool. 

Finally, the rapid and seemingly inevita- 
ble appearance and spread of resistant mu- 
tant virus after replication of wild-type virus 
is inhibited is consistent with the concept 
(discussed in more detail below) that these 
mutants are already present in the popula- 
tion at the time treatment is initiated. This 
conclusion is supported by the pattern in 
which distinct mutations appear that confer 
resistance to the nucleoside inhibitor 3TC 
(1.5). 

These conclusions lead to a rather dif- 
ferent model of the HIV infection process 
than has wrevailed to date. which in turn 
has important implications for the under- 
standing of HIV genetic variation, drug re- 
sistance, and mechanisms of pathogenesis. 

Genetic Variation 

The rapid replication and large population 
size of HIV in vivo imply that the virus can 
be considered as an ideal Darwinian popu- 
lation for the purposes of modeling genetic 
variation (26). Under conditions where 
there is a single population of virus under- 
going large numbers of replication cycles 
without significant bottlenecks, and the 
population size is tnuch larger than the 
inverse of the mutation rate, then the fre- 
quency of a mutation in the population can 
be estimated as a function of the frequency 
of its occurrence per cycle (that is, the 

mutation rate. u) and its contribution to , , ,  
the fitness of the virus (the selective advan- 
tage, s). s is defined here as the relative 
growth rate (mutant/wild type) - 1. Thus, if 
the relative growth rate is 1.01, s = 0.01. 

A simplified approach is possible be- 
cause under these conditions all single 

u 

(point) mutations will occur sufficiently of- 
ten that they will be distributed over a 
background of all other mutations. Al- 
though the single-cycle mutation rate for 
HIV is not known, precedent from other 
retroviruses (33-36) suggests that it proba- 
blv lies somewhere between and 
pe; base per cycle, with considerable varia- 
tion from base to base depending on se- 
quence context (37 ,38) .  What is important 
is that the rate should be sufficiently high 
that the appearance of large numbers of 
mutations can be predicted. Given in vivo 
replication kinetics with more than lo9 new 
cells infected every day, each and every 
possible single-point mutation occurs be- 
tween lo4 and lo5 times per day in an 
HIV-infected individual. 

Figure 4 shows a family of curves relating 
the frequency of a single-point mutation to 
the number of replication cycles as a popu- 
lation arising from a single virus (as in 
transmission to a new host, for example). 
These curves were calculated simply by re- 
peatedly incrementing the frequency at 
each cycle by the forward mutation rate and 
s (if positive) and decrementing it by the 
reverse mutation rate (assumed equal to the 
forward rate in all cases) and s (if negative). . - 

This analysis shows that, after sufficient 
numbers of replication cycles, small positive 
values of s have a much stronger effect on 
the appearance of mutations (Fig. 4B) than 
large differences in mutation rate (Fig. 4A). 
Even values of s as low as 0.005 have a very 
strone influence on the accumulation of a 

mutations over 1000 generations. Similarly, 
the accumulation of mutations that confer a 
selective disadvantage (those with negative 
values of s) is also very strongly influenced 
by s (Fig. 4C). Thus, tlie "evolution" of the 
HIV population into a set of related vari- 
ants, or quasispecies (39, 40), does not re- 
flect accumulation of neutral mutations 
driven by a high mutation rate, but rather 
the response of a sufficiently large and di- 
vergent population to a variety of subtle 
selection pressures. As I have argued (26), 
the influence of small selective forces in 
populations such as these is so strong that 
no  mutation can be assumed to be truly 
neutral. It is clearly inappropriate to apply 
the principles and approaches of neutral 
theory (41) to such populations of viruses. 
In particular, the accumulation of muta- 
tions in such populations is a nonlinear 
function of the totality of selective forces 
acting on it. T o  calculate a "rate" at which - 
mutations accumulate from observed diver- 
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gence in HIV and SIV (simian immunode- 
ficiency virus) genolnes and use this as a 
phenolnenological clock to calibrate phylo- 
genetic trees (42-45) is to invite errors in 
estimation of divergence times of many or- 
ders of magnitude. - 

That the extent of genetic diversity can 
be a strong function of the total replicative 
activity is emphasized by comparing the 
acculnulation of mutations in the enu genes " 
of Rous sarcoma virus (a simple retrovirus 
from a genus that shows relatively little 
evolutionary diversity) during frequent cell 
culture passage (26, 46) to that of cloned 
SIV replicating to monkeys (47) (Fig. 5). 
The similarity of the two curves implies 
that the difference in extent of diversity 
exhibited by these viruses in natural infec- 
tions is not due to any fundamental differ- 
ence in their underlying biology (such as a 
laree difference in the lnutation rate). but - , , 
rather to the growth conditions of the virus 
~ o ~ u l a t i o n .  . L 

This pattern in which mutations accu- 
mulate also renders unlikelv models of 
pathogenesis that rely on the appearance of 
some specific mutation [such as more cyto- 
pathic syncytium-inducing variants (48, 
49)] in HIV for the progression to late stage 
disease (50-53), because even extremely 
complex patterns of mutations will appear in 
the population quite early in the infection 
process. The failure of such viruses to be- 
come dominant in the population early in 
the infection must reflect their selective dis- 
advantage at that time. By the same token, 
the appearance of such mutants late in dis- 
ease must reflect the changing selective en- 

vironment in the infected host, and al- 
though these viruses could still contribute to 
pathogenesis, they are more likely a symp- 
tom of end stage disease, than its cause. 

Fig. 4. Relation of muta- A 

To  date, mutations with partial or complete 
resistance have been found for all com- 
pounds used or seriously considered as a 
therapy for HIV infection (54, 55). Indeed, 
it is beginning to seem as though such 
mutations are an inevitable consequence of 
antiviral therapy. The pattern of disappear- 
ance of wild-type virus and appearance of 
lnutant virus after treatment, combined 
with the coincident decline in CD4 cell 
numbers, strongly imply that, at least with 
some compounds, the appearance of mutant 
virus is the major cause underlying failure of 
the therapy. 

The predicted kinetics for the appear- 
ance of slightly counterselective mutations, 
such as mutations to drug resistance in the 
absence of drug (Fig. 4C), implies that such 
mutations preexist in the virus population 
in substantial numbers at the time treat- 
ment is initiated. In the absence of inhibi- 
tor, these mutations must be at least slightly 
detrimental to virus replication (otherwise 
they would be present in wild-type virus). 
Because they will be generated at every 
round of replication, such mutants will ini- 
tially accumulate at a rate equal to the 
mutation rate. After a sufficient nulnber of 
cycles, however, they will approach a 
steady-state concentration of approximately 
p/-s, where s (a negative nulnber in this 

tion frequency to muta- 
tion rate, selective ad- 
vantage, and number of 
replication cycles. The 
values were obtained 
with the use of a simple 
computer program (71) 
to "replicate" a virus 
population repeatedly, 
calculating the propor- 
tion of mutants in the 
population at each cycle 
from the forward and re- 
verse mutation rates (p) 
and the selective advan- 
tage (s) conferred by the 
mutation, staliing with 0 
mutants in the popula- 
tion. (A) shows the 
curves obtained for a va- 
riety of mutation rates as 
indicated, holding s con- 
stant at 0.01. (B) and (C) 
show the curves ob- 
tained at a variety of val- 

Drug Resistance 

ues of s, either positive Lycle 

(B) or negative (C) (note the expanded y axis), at a constant mutation rate ( p  = In all cases, the 
reverse mutation rate has been set as equal to the forward mutation rate. [Adapted from (26)] 

case) is the selective disadvantage conferred 
by the mutation in the absence of inhibitor. 
(This value holds so long as -s is much 
greater than the reverse mutation rate.) For 
example, if the forward and reverse muta- 
tion rates to resistance at a particular posi- 
tion are per base pair cycle, and s is 
-0.01, then the steady-state frequency of 
this lnutant in the population will be about 
10-4/-(-10-2) or 1% (56). Indeed, muta- 
tians known to confer resistance to a num- 
ber of RT  inhibitors have been seen at 
about this frequency in HIV proviruses in 
untreated patients (57). 

Furthermore, so long as the effect of 
combined mutations on fitness of the virus 
is simply additive, then the frequency of a 
specific set of multiple mutations will be the 
product of the frequency of each one alone. 
Thus, many combinations of resistant mu- 
tations will also preexist in an infected in- 
dividual, rendering unlikely the probability 
of eliminating the occurrence of mutation 
by colnpletely blocking replication. A pos- 
sible exception could occur in some cases 
where the cluasis~ecies has not had time to . 
develop, such as immediately after exposure 
to the virus. 

The virtually inevitable and rapid occur- 
rence of mutations with resistance to ther- 
apeutic agents has strong implications for 
drug design and application. Because the 
wild-tv~e virus remains for onlv a short time , L 

after the onset of treatment, then no matter 
how effective a compound is at inhibiting 
replication of the virus, its clinical benefit is 
likely to be highly transitory. Nevertheless, 
the situation is not completely hopeless. 
Because drug-resistant mutants cannot rep- 
licate as well as wild type, it is to be expect- 
ed that the steady-state level of lnutant 
virus will be somewhat. lower than that of 
wild-type, particularly if the mutation 

Time (weeks) 

Fig. 5. Generation of diversity in complex and 
simple retroviruses in vivo and in vitro. The accu- 
mulation of point mutations in a region of the env 
gene obtained by PCR amplification of Rous sar- 
coma virus passaged repeatedly in cultures of 
ch~cken cells (0) (46, 71) is shown along with the 
similar values reported for a cloned SIV strain 
grown in rhesus monkeys (0) (47). In both cases, 
the total number of mutations in all sequences 
analyzed is plotted against time from the initial 
infection. 
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does not induce complete resistance. Even 
a partially reduced level of virus replica- 
tion may be of considerable clinical ben- 
efit. It may also well be that there are 
drugs (or drug combinations) for which 
the replication disadvantage of the "best" 
combination of mutations is sufficiently 
great that the clinical latency will be ex- 
tended almost indefinitely. 

These considerations imply that a sound 
strategy for design of the next generation of 
antiviral therapies will include screening of 
promising compounds against all mutants 
that can be generated (initially in vitro, but 
a wider variety of mutants can be expected 
to exist in vivo). Compounds selected for 
further development will be those for which 
the "best" resistant mutant virus is still 
severely crippled, not necessarily those that 
exhibit the greatest effect on wild-type vi- 
rus. It remains to be seen whether a com- 
pound for which only severely crippled re- 
sistant mutants arise in the short term can 
be good for many years of therapy. Howev- 
er, combinations of mutations that do not 
arise fairly soon after initiation of treatment 
must be severely crippled and are likely to 
take a very long time to appear. Such strat- 
egies will require lifelong treatment, be- 
cause the wild-type virus will almost cer- 
tainly take over the population after cessa- 
tion of treatment and reestablish the preex- 
isting infection. These considerations stress 
the importance of recognizing the inevita- 
bility of resistance mutations and incorpo- 
rating this recognition into the drug devel- 
opment process. 

Implications for Pathogenesis 
and Therapy 

Even if the burden of circulating virus (and 
therefore, the number of productively in- 
fected cells) can be substantially and per- 
manently reduced by a factor of 2 or 4 or 10, 
what would be the clinical benefit? Predict- 
ing the outcome depends in large part on 
the underlying relationship between virus 
replication and pathogenesis. The high rate 
of cell turnover raises the possibility that 
the stress on the CD4 T cell replacement 
system may alone be sufficient-after a me- 
dian 10-year interval-to erode the body's 
ability to maintain an effective immune 
system (14, 17). This speculation is rein- 
forced by the correlation between the 
amount of free virus (as RNA) in circula- 
tion and the reduction of CD4 cells (7). 
Thus, a 2-fold reduction in the number of 
productively infected cells might lead to a 
2-fold increase in the mean clinical latency, 
and a 10-fold reduction might (in most 
cases) prolong latency indefinitely. Even 
the 2-fold effect would be highly significant 
clinically, especially by comparison to cur- 
rent therapy. It is entirely possible that 

some compounds and combinations of com- 
pounds currently under trial might well be 
capable of achieving a clinically useful, al- 
beit less than complete, response (14, 15). 

Such considerations mav also orovide a 
useful framework for understandiLg the re- 
sults of studies on currently used therapies. 
For example, at least some of the mutations 
conferring resistance to azidothymidine 
(AZT) have very little effect on replication 
of the virus (that is, -s  is a very small 
number), as evidenced by the very slow 
reversion of these mutations to wild type 
during replication in the absence of inhib- 
itor, both in vivo and in vitro (58-60), as 
well as the occasional appearance of such 
mutants in untreated individuals (57). In 
such a case. the effectiveness of the treat- 
ment could'be of only a few months dura- 
tion, until the original steady state is rees- 
tablished. If, indeed, immunodeficiency is 
due to accumulated damage over the course " 

of the clinically latent phase, then treat- 
ment at almost any time during this period, 
or even after the onset of symptoms, could 
have a virtually identical effect in prolong- 
ing the time of progression to more serious 
disease or death. This effect could reconcile 
the apparent discrepancy between the re- 
sults of the Concorde trial, in which no  
difference in the rate of death or progres- 
sion to more serious disease was seen in 
patients treated early or late after diagnosis 
of HIV infection (61 ), and earlier studies in 
which a significant difference in progres- 
sion in AZT-treated as compared to un- 
treated patients was observed in the short 
term (62). 

The idea that HIV-induced immunode- 
ficiencv is due to direct killing of infected 
cells (either by the virus or byUthe immune 
system) is not highly popular at present, but 
clearly needs reconsideration. Many other 
pathogenic mechanisms have been pro- 
posed (4), including side effects of viral 
gene products, such as induction of apopto- 
sis (63-66); inappropriate expression of cy- 
tokines by infected cells (67, 68), thereby 
disrupting immune signaling (69, 70); indi- 
rect effects on the architecture of the lym- 
whoid tissue 11 0): and eventual evolution of ~ , ,  

variants that are more "virulent" or are 
better able to evade the immune reswonse 
(52). The last mechanism seems much less 
likelv in view of the r a ~ i d  accumulation of 
dive;sity that must be occurring. A t  present 
there is insufficient information to decide 
among the alternatives. Further in vivo ex- 
perimentation involving perturbation of 
the HIV steady state could capture the cor- 
rect information to help decide this impor- 
tant issue. 

Regardless of the underlying mechanism 
of immunodeficiency, it is becoming more 
apparent that the engine that is driving the 
process is the constant repeated cycles of 

virus replication. Whether this will be true 
for other pathogenic effects of HIV, such as 
neurological disease or oncogenesis, re- 
mains to be seen. Phenomena such as viro- 
logic latency, chronic virus production by 
infected cells, and accumulation of defec- 
tive variants are likely to be relatively un- 
important to the overall process. It seems 
that the real disease caused bv-HIV occurs 
during the period when alkost nothing 
seems to be happening, and that the final 
collapse of the immune system is the con- 
sequence of the accumulation of damage 
over the entire multiyear course of the in- 
fection, not the result of some new event 
happening after this lengthy interval. Irre- 
spective of the mechanism, even a slight 
slowing of the process might be of consid- 
erable benefit to the infected patient. 

Conclusions 

Trials involving the use of effective inhib- 
itors of HIV re~lication in vivo, combined 
with sensitive and accurate ways of measur- 
ing the quantity of wild-type and mutant 
genomes in circulation, have provided the 
first real look at the dynamic nature of HIV 
replication in vivo (14-1 7, 19). Applica- 
tion of even simple conceptual modeling 
reveals that the large majority of the infec- 
tion process (at least as sampled in blood) 
comprises virus that is turning over more 
rapidly and in larger amounts than previ- 
ously suspected. Indeed, it is this rapid turn- 
over, not high mutation rate, cell tropism, 
or ability to establish proviral latency, that 
makes HIV (and other lentiviruses) unique 
among infectious agents. In the thousand or 
so replication cycles that separate infection 
of one individual from transmission to the 
next, subtle selective forces have an unDar- 
allelid opportunity to create the highl; di- 
verse auasisuecies that characterize HIV 
populations. Constructive application of 
this line of reasoning to future ex~erimen- 

u 

tation could be highly rewarding in terms of 
revealing important properties of the virus- 
host interaction. 

Future studies should elucidate the rela- 
tion between the kinetics observed in blood 
and that in the cell populations i t  the sites 
of virus replication and dissect out the 
amounts and contributions of the various 
classes of infected cells at all stages of in- 
fection. Accurate assessment of viral clear- 
ance in blood will be necessary. It might be 
possible to do this by assessing relative lev- 
els of processed and unprocessed proteins in 
virions as a function of time after treatment 
with protease inhibitor. A more detailed 
analysis of the genetic consequences of drug 
treatment will be rewarding, such as an 
assessment of the preexisting levels of spe- 
cific drug-resistant mutations in untreated 
individuals as well as the evolution of resis- 
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tant variants subsequent to treatment. Also, 
measurement of the genetic diversity of un- 
related genes to the initial drug-resistant 
mutants as compared with the diversity of 
the wild-type virus will allow a n  assessment 
of the extent to which the treatment reduc- 
es the virus population and a n  independent 
estimate of the size of the preexisting mu- 
tant population. Finally, application of 
these principles to therapy will require de- 
termination of the clinical effect of modest- 
ly reduced levels of virus replication. 

All of these studies are feasible with 
present-day technology and reagents. Their 
results will be of great value in finally com- 
ing to an understanding of the most hidden 
aspect of HIV pathogenesis and in applying 
this information to the development of ef- 
fective therapeutic approaches. Such stud- 
ies are possible only in patients in the 
course of trials involving potential thera- 
peutic agents, and illustrate the great po- 
tential value of such clinical studies in illu- 
minating fundamental scientific issues. Par- 
ticipants in these studies must be cared for 
first as patients, but a t  the same time their 
importance as a valuable and limited scien- 
tific resource must be considered. It is of the 
greatest importance that all such studies be 
designed to capture the basic information 
necessary to address the issues raised here. 

In sum, the rapid appearance of HIV 
mutants resistant to even the most promis- 
ing (and rationally designed) inhibitors may 
at  first seem to be a discouraging turn of 
events for the development of effective an- 
ti-HIV therapies. In fact, the results ob- 
tained during the course of clinical trials are 
potentially so revealing that they may well 
light the way to both a real understanding 
of the infection process in vivo and to the 
development of truly effective therapeutic 
strategies involving new generations of in- 
hibitors designed from the outset with the 
dynamics of the infectious process in mind. 
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