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LTP: Desperately Seeking Resolution 
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Certain patterns of neuronal synaptic ac- 
tivity produce lasting changes in synaptic 
function. This concept is central to the 
working models of many neuroscientists. 
Such a mechanism may be key in esmblish- 
ing the appropriate connections between 
developing neurons (1 ) and in the modifi- 
cation of circuits underlying various fonns 
of learning and memory (2). Fuahermore, 
this phenomenon m y  act in a number of 
neuropathologicai cmditions (3). The best 
characterized ex@ df activitydepen- 
dent synaptic pbtieky in a vertebrate sys- 
tem is long-term I..ro;tonaiation (LTP) in the 
CAI region of hippocampal slices (4). It is 
little wonder that a mechanistic under- 
standing of LTP is anxiously awaited. Now, 
two new studies (5, 6) propose (diametri- 
cally appoed) solutions. 

Over the past 20 years many properties 
of LTP have been identified (4). Brief peri- 

that there was increased release of neu- 
mtmnsmitter after LTP (7). However, by 
using selective glutamate receptor antago- 
nists, two groups found that rhe i n d  
synaptic efficacy could only be detected at 
the AMPA (a-amino-3-hydtoxy-5-methyi- 
4-isoxaz~lepropionic acid) subtype d the 
postsynaptic glutamate receptor but not at: 
the NMDA subtype (8, 9). Because these 
receptors are found together on individual 
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synapses, this result argued that, after LTP, 
there was a purely postsynaptic modifca- 
tion of AMPA receptors; if LTP caused an 
increase in neurotransmitter release, it 
should have been detected by both types of 
postsynaptic receptors. But just when it 
seemed that the case was cracked, two 
groups using patch-clamp recording made 
an unexpected observation while studying 
the fluctuations in neuro&ion at a 
small number of synapses (10, 11). This 
fluctuation from trial to trial is due to the 
stochastic r e k  of transmitter. o n  some 
trials, all stimulated synapses will fail to re- 
lease tramdtt:er and the respow ampli- 
tude will be zero (see figure, upper pad).  
The fraction of trials producing such ''fail- 
ures" has been a classical measure of pre- 
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ods of synchronous activity in the input 
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can trigger a potentiation in synaptic 
strength that is selective for active 
synapses and lasts for hours in 
v im or days in vivo. This burst of 1 

synaptic activity facilitates the Model 1: 
o p e n i a g o f ~ t i C g 1 u t a m ; l t e  - 
receptors d the N-methyl rraspar- pm 
tate (NMDA) subtype, producing change 
a transient rise in intracellular 
calcium concentrations and acti- 
vation of postsynaptic protein 
kinma (4). Although such events 
are eonsidered critical, there is M& 11: 
little common preaching on the Pure 
identity of the persistent modifi- w w  
cation that makes these synapses chenIp 
stronger. After LTP, are synapses 
stronger because more neurotrans- 
mitter i s  r e l d  because post- NMDA receptors 0 AMPA reptors @ AMPA receptors -a Phosphorylation 0 Transmitter- 
synaptic responsivity is greater, or (nonfunt3onal) (functional) filled vesicles 
both? The simplicity and con- 
creteness of this "presynaptic ver- Symptk reeponrres and nrodels of underfyhcg function. (Uppet] Response or failure? F i  consecutive re- 
sus postsynapticn question, along sponses of a postsynaptic cell to the same stimulus (whole-dell recording). 'lhese measurements are made at 
with the anticipated impact of the resting membrane potential. An unknown number of synapses GWWB to these responses. Note the clear 
answer on the field, has led to a distinction between responses and failures. (Lower) Two diierent tx%Wpas, consistent with,mst data, can 
seekiqgfrenzy. explain the decrease in failure rate after LTP. (i) Besynaptic modifications: If failures are purely release failures, 

then P, must increase, likely through a retrograde message generated postsynaptically. In this model, synapses 
As Over the undergoing LTP should have few NMDA receptors, to fit with the Manztbe and N i l  data. (ii) Postsynaptic 

yem, the "solution" to this puzzle modiiications: In this model a significant number of synapses have functional NMDA receptors but nonfuno- 
has vacillated across the synapse tional AMPA receptors. Transmitter released at such  .synapses would be recorded as failures, because NMDA 
l i e  the whims of a prima donna receptors do not open at resting membrane potentials. Wing LTP induction, AMPA receptors could be con- 
~~~l~ midialysis data suggested verted from a nanfunctional to functional state (AMPAficatii of AMPavirgin synapses). Subsequently, neu- 

rotransmitter released at these synapses wouM produce a response at restlng potentials, thereby decreasing 
the failure rate. The responses at such a converted synapse should be smaller than at a synapse transmitting 

The author is at the spring Harbor before LTP, to fa with the Stevens and Wang data that the average amplitude of nonfailure responses (which 
mm, w d  spring H*, ~y 11724, would now include occasional sums from both converted and nonconverted synapses) does not change after 
USA. LTP. Stim., stimulating electrode; PK, protein kinases; Retro. mess., retrograde messengers. 
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synaptic function (12). The two groups 
found a dramatic reduction in failures after 
LTP, a result that argues for a presynaptic 
modification. 

A compromise solution surfaced with 
the publication of three studies (13-15) 
that measured failures and responses to in- 
dividual packets of transmitter. These three 
studies concluded that, after LTP, changes 
occurred both presynaptically (failures were 
confirmed to decrease in frequency) and 
postsynaptically (the response to a neu- 
rotransmitter packet increased). This made 
some sense for those who know tango, as 
there are two sides to a synapse that, ana- 
tomically at least, are known to change in 
stride during development. 

Now enter two new papers into the fray, 
one arguing for purely presynaptic changes 
in the probability of transmitter release (P,), 
while another indicating no change in P, 
and thus supporting entirely postsynaptic 
modifications. Why this reentrenchment? 

Before getting to the details of the most - - 
recent entries, I will try to explain why it is 
so hard to solve the ~uzzle. The central is- 
sue in question is what happens at a syn- 
apse after it undergoes potentiation. Unfor- 
tunately, the pre- and postsynaptic func- 
tion of synapses are inextricably connected, 
and we still lack the tools to measure di- 
rectly these functions independently. Prob- 
ing the system with exogenous application 
of transmitter or monitoring transmitter re- 
lease with detectors is problematic because 
of the strict spatial and temporal con- 
straints of svna~tic function: We cannot , L 

get our probes to where the action is. If 
synapses were homogeneous in function 
and plasticity, we could use statistical mea- 
sures to extract microsco~ic constants from 
a population response. Unfortunately, an 
un~redictable heteroeeneitv is the rule: For 
different synapses on-a C A ~  neuron, P, can 
vary by almost 10-fold; postsynaptic trans- 
mitter sensitivity may vary by 50-fold. Even 
relatively direct measures, such as the fre- 
quency of failures or the amplitude of re- 
sponses to individual packets, can get 
murky in a heterogeneous pool (see the fig- 
ure for examples). For these reasons, ad- 
dressing the pre versus post question has 
been no holiday. 

The new studies by Manabe and Nicoll 
(5) and Stevens and Wang (6) attack the 
~roblem in clever wavs. Manabe and Nicoll 
use a method for analyzing P, that is inde- 
pendent of the number of synapses acti- 
vated and that can detect heterogeneity in 
transmitter release (16, 17). They used the 
NMDA-channel antagonist MK-801, 
which is an irreversible open-channel 

blocker and thus will inhibit responses at a 
synapse only if transmitter is released. 
Therefore, in a population of synapses ex- 
posed to this drug, the rate at which 
NMDA rece~tor-mediated transmission 
decreases with repeated trials is propor- 
tional to P,. With this method they find no 
change in P, during LTP, whereas they do 
measure a change in P, during paired-pulse 
facilitation, a different form of plasticity 
lasting hundreds of milliseconds that is of 
presynaptic origin. They conclude that the 
changes in LTP are occurring in the 
postsynaptic cell. 

How compelling are the conclusions 
from this rigorous study? Two caveats ap- 
pear, to me, to be relevant. First, although 
AMPA-type and NMDA-type receptors are 
colocalized, there is heterogeneity in their 
relative contributions at different svnaDses. , L 

Thus, it is possible that only synapses with 
many AMPA and few NMDA receptors 
show LTP. MK-801 experiments, which 
monitor NMDA-mediated transmission. 
may not be sensitive enough to detect in- 
creases in P, at such synapses. Furthermore, 
this method will be insensitive to the addi- 
tion of new synapses [which could be a pre- 
synaptic or postsynaptic modification (or 
both)] that have the same P, profile as syn- 
apses previously existing. 

The paper by Stevens and Wang (6) 
takes a different tack on the problem. Their 
experimental paradigm both argues for, and 
hangs on the premise that, they are moni- 
toring transmission at a single synapse. This 
study uses a weak stimulation protocol that 
produces response failures in at least 50 
percent of trials-a protocol, the authors 
argue, to ensure stimulation of a single fi- 
ber. Under such conditions. a tetanic 
stimulation changes the fraction of failures, 
but the mean am~litude of the nonfailure 
response is not changed. If failures are re- 
lease failures. these ex~eriments indicate an 
increase in P,. ~ecau'se the nonfailure re- 
sponse is unchanged, postsynaptic responsi- 
vity must also be unchanged. Thus, Stevens 
and Wang conclude that only P, changes. 
Are there caveats to this carefully crafted 
study? The authors do not explain com- 
pletely previous studies showing experi- 
ments with similarly high failure rates be- 
fore LTP and for which the nonfailure re- 
sponse increased in amplitude after LTP 
(13, 18). Furthermore, they fail to consider 
a postsynaptic scenario for LTP (15, 19) in 
which AMPA receptors are added to syn- 
apses with only functional NMDA recep- 
tors (see figure) and to synapses already 
having some functional AMPA receptors. 
If the newly AMPAfied synapses have a 

response smaller than the mean of synapses 
responding before LTP, then the mean 
amplitude of responses after LTP (which 
includes occasional simultaneous release 
at new and old synapses) could remain 
constant. 

Where does this dash through the un- - 
derbelly of synaptic physiology leave us? In 
my mind, considering the body of evidence, 
the presynaptic versus postsynaptic ques- 
tion is and will remain unanswered until 
more basic synaptic physiology is under- 
stood. For instance, assuming slightly differ- 
ent synaptic properties (see figure, before 
LTP), the decrease in failures during LTP 
(a fairly consistent finding in this tempes- 
tuous field) can be explained by models in 
which the modifications are purely presyn- 
aptic or purely postsynaptic (see figure). 
Testing such models may require the use of 
more powerful techniques, for example, op- 
tical imaging to monitor the function of in- 
dividual synapses (20, 21 ). We would also 
gain insight if candidate molecular targets 
(see figure) could be perturbed with precise 
spatial and temporal control, thereby 
avoiding secondary effects inherent in 
long-term treatments. Thus, the challenge 
to understand how synapses get stronger re- 
mains. We can only hope that the audience 
will appreciate the difficulty of the problem 
and share in our enthusiasm for seeking 
resolution. 
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