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Computer simulations and animations of the motion of atoms as a chemical reaction 
proceeds give a detailed picture of how the reaction occurs at a microscopic level. This 
information is particularly useful for testing the accuracy of statistical models, which are 
used to calculate various attributes of chemical reactions. Such simulations and anima- 
tions, in concert with experimental and ab initio studies, have begun to provide a mi- 
croscopic picture of the intimate details of a particular class of gas-phase ion-molecule 
bimolecular reactions known as S,2 nucleophilic substitution. In these reactions, a nu- 
cleophile is displaced from a molecule by another nucleophile. The dynamical model of 
S,2 reactions that emerges from the computer studies, and its relation to statistical 
theories, is discussed here. 

A complete understanding of a chemical thermodynamic partition function for the 
reaction requires knowing how it occurs at 
an atomic or microscopic level (1, 2). A 
picture of a chemical reaction's microscopic 
dynamics would reveal how energy flows 
and atoms move as reactants proceed to 
products. A bimolecular reaction, such as A 
+ BC + AB + C, can either occur directly 
or can proceed through an ABC collision 
intermediate that has a detectable lifetime. 
For a unimolecular reaction, such as ABC 
+ AB + C, it is important to understand 
the dynamics of energy flow between the 
ABC vibrational modes before dissociation 
occurs (3). This energy flow is often called 
intramolecular vibrational energy redistri- 
bution (4). 

Another important reason for studying 
microscopic reaction dynamics is to deter- 
mine the accuracv of various theoretical 
models, which are' based on statistical as- 
sum~tions and are used to calculate reac- 
tion rates and the partitioning of available 
energy to the reaction products. Two 
widely used theories for calculating reaction 
rates are transition-state theory (TST) and 
Rice-Ramsperger-Kassel-Marcus (RRKM) 
theory (5, 6). 

Statistical Theories 

The TST is used to calculate thermal rate 
constants for both bimolecular and unimo- 
lecular reactions when there is a free-energy 
barrier (7-10) separating the reactants and 
products. This barrier defines the transition 
state. The assumption of TST is that a 
trajectory crossing this barrier, on its way 
from reactants to products, does not recross 
and return to reactants (10). TST is often 
called a statistical theorv because the TST 

transition state. 
The RRKM theory is used to calculate 

unimolecular rate constants versus total en- 
ergy. A statistical assumption of RRKM 
theory is that energy flow (that is, intramo- 
lecular vibrational energy redistribution) 
between the unimolecular reactant's vibra- 
tional modes is unrestricted and com~lete 
on the time scale of the unimolecular reac- 
tion (1 1). A transition state, which sepa- 
rates reactants from products, is assumed in 
RRKM theory and, according to variational 
RRKM theory (12-14), is placed at the 
minimum in the sum of states for the de- 
grees of freedom orthogonal to the reaction 
coordinate as the system moves along the 
reaction path. If the unimolecular reaction 
has a well-defined potential energy barrier, 
this variational criterion typically places 
the transition state at or near this point. As 
in TST theory, RRKM theory assumes no 
recrossing of the transition state. 

The RRKM theory assumes that energy 
is distributed statistically between vibra- 
tional modes at the transition state. If ad- 
ditional assumptions are made regarding the 
coupling of vibrational modes in moving 
from the transition state to products, vibra- 
tional, rotational, and translational energy 
distributions can then be calculated for the 
products (1 5-1 9). In orbiting transition 
state-phase space theory (OTS-PST), or- 
bital angular momentum is assumed to re- 
main conserved in moving from an orbiting 
transition state to products (15, 16, 18). 

Although statistical theories like TST, 
RRKM, and OTS-PST are widely used to 
interpret experiments, one usually does not 
know whether the fundamental assump- 
tions of these theories are correct. This issue 

rate constant is proportional to a statistical is further complicated by a lack of under- 
standing about the consequences of the fail- 
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provide the detailed information needed to 
test the fundamental assumptions of statis- 
tical theories. 

Viewing Microscopic 
Reaction Dynamics 

There are numerous experimental approach- 
es to finding clues about the microscopic 
properties of a chemical reaction (1, 2). The 
reaction path and time scale for a bimolec- 
ular reaction can be investigated by measur- 
ing the energy and scattering angle distribu- 
tions of the products and determining the 
dependence of the reaction probability on 
the orientation and mode-specific excitation 
of the reactants. The microscopic dynamics 
of a unimolecular reaction can be probed by 
measuring the rate constant and product en- 
ergies for different selective excitations of 
the unimolecular reactant. A direct experi- 
mental observation of both bimolecular and 
unimolecular microscopic dynamics can be 
made by real-time laser femtochemistry (20, 
21 ), in which motions of the atoms involved 
in the reaction are observed. 

A complementary approach to these ex- 
~erimental studies is to use dvnamical cal- 
culations, performed on a high-speed com- 
puter, to simulate the motion of the atoms 
as the reaction proceeds (22). Besides giv- 
ing a complete picture of the reaction 
event. such calculations often ~rovide fur- 
ther insight into the experimental observa- 
tions and can be used to test theories such 
as TST and RRKM theory. It is possible to 
carry out quantum dynamical calculations 
for chemical reactions of three or four at- 
oms, such as F + H, + HF + H or H2 + 
OH + H 2 0  + H (23-26); however, for 
larger reactive svstems, such calculations 
a r e  extremely time-consuming. Although 
classical trajectory (molecular dynamics) 
calculations have well-understood limita- 
tions (27, 28), they have proven valuable 
for polyatomic reactive systems and are very 
good for visualizing atomic motions. 

A standard procedure for performing a 
classical trajectory simulation is to numeri- 
cally integrate Hamilton's equations of mo- 
tion (29) 

where H, the Hamiltonian, is the sum of 
the kineiic and potential energies and the 
dot denotes a derivative with respect to 
time. Values for the coordinates q, and mo- 
menta p, are selected randomly by Monte 
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Carlo methods from distribution functions 
that represent the properties of the reac- 
tants. The trajectory starts at these initial 
values of qi and pi and is then followed in 
time to determine its outcome. To deter- 
mine statistically meaningful average values 
and distributions for final properties, it is 
usually necessary to calculate a large num- 
ber of trajectories (for example, 100 to 
1000). 

A trajectory gives the coordinates of the 
atoms throughout time. If only a small num- 
ber of atoms (two or three) are critically 
involved in the reaction event, the micro- 
scope dynamics can often be depicted by 
plots of intemuclear coordinates versus 
time. However, if the chemical process is a 
polyatomic event that involves many at- 
oms. correlations between intemuclear co- 
ordinates become important. A powerful 
way to visualize these correlations and ob- 
tain a microscopic picture of the chemical 
event is by computer animation of the 
atomic motions determined from the simu- 
lation of the classical trajectory. 

SN2Reactionsand 
Statistical Theories 

A class of chemical reactions for which 
there has been an exceptional synthesis of 
experimental (30-43), ab initio (44-52), 
quantum and semiclassical dynamical (53- 
56), and trajectory simulation and anima- 
tion (57-62) studies of microscopic dynam- 
ics are gas-phase bimolecular nucleophilic 
substitutions (63), or S,2 reactions of the 

where X and Y are halogen atoms. In the 
symbol %2, S stands for substitution, N for 
nucleophilic, and 2 for bimolecular. The 
computer simulations and animations have 
been of tantamount importance in the de- 
piction of the fundamental microscopic dy- 
namics of these reactions. Significant devi- 
ations from the assum~tions of statistical 
theories have been observed, and insight 
has been acauired for the develo~ment of 
an accurate theoretical model. 

Pioneering experimental studies (30-33) 
and quantum chemical calculations (44-48) 
have shown that the reaction path potentials 
for gas-phase %2 reactions have double 
wells separated by a central barrier. The dou- 
ble wells arise from the X---RY and XR-Y- 
ion-molecule complexes, whose principal 
interaction potential is that between a 
charge and a dipole. Reaction path poten- 
tials for the C1- + CH3Cl and C1- + 
CH3Br %2 reactions are illustrated in Fig. 
1. The asymmetric C1- + CH3Br reaction is 
exothermic, and the ClCH,.-Br- complex 
in the exit channel is at a lower energy than 
the Cl--.CH3Br complex in the entrance 

channel. For the symmetric C1- + CH3C1 
reaction, the central barrier is higher than 
the potential of the asymptotic limits, but 
there are other symmetric systems, such as 
C1- + ClCH2CN (40), for which the cen- 
tral barrier is lower. The central bamer for 
C1- + CH3Br is lower than the reactant 
potential (37), and it is a general property of 
%2 reactions that the height of the central 
barrier, relative to the reactant potential, 
decreases as the exothermicity of the reac- 
tion increases (63). For the highly exother- 
mic reaction F- + CH3C1, the central bar- 
rier is only -3 kcal/mol higher than the 
potential energy minimum of the 
F-.-CH3C1 complex (64). 

Many of the initial investigators (30- 
34) of S,2 nucleophilic substitution mea- 
sured reaction rates and analyzed them us- 
ing theoretical models such as TST and 
RRKM theory. For a %2 reaction like C1- 
+ CH3C1, which has a central bamer high- 
er than the reactant asymptotic limit, cross- 
ing the central barrier is rate determining 
according to TST. Thus, TST predicts the 
%2 rate constant to be 

kBT 
ksN2 = exp ( - AGt/RT) 

where kB is Boltzmann's constant, T is tem- 
perature, h is Planck's constant, AG* is the 
difference in free energy between the cen- 
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Fig. 1. Reaction path potentials for CI- + CH,CI 
-, CICH, + CI- and CI- + CH,Br -, CICH, + 
Br- S,2 nucleophilic substitution. 

tral barrier and the reactants, and R is the 
gas constant. If recrossings of the central 
bamer are unimportant, TST is valid for 
the %2 reaction regardless of the nature of 
the molecular dynamics in other regions of 
the potential energy surface. 

For highly exothermic %2 reactions, 
which have a central barrier significantly 
lower in energy than that of the reactants, 
TST assumes that association of the reac- 
tants is the ratecontrolling step (35). The 
%2 rate constant can then be modeled by a 
capture theory (65) such as variational TST 
(9, 10, 66), average dipole orientation the- 
ory (67), or the theory of classical trajecto- 
ries (66, 68). 

RRKM theory has been used to model 
the %2 rate constant (31-34, 40) when, 
according to TST, neither central barrier 
crossing nor reactant association is rate de- 
termining. RRKM theory assumes that for 
every species crossing the entrance-channel 
variational transition state, vibrational en- 
ergy becomes completely randomized so 
that the subsequent dynamics of the species 
can be modeled as that of an equilibrated 
microcanonical ensemble. If RRKM theory 
predicts XR-.Y- + XR + Y-dissociation to 
be much faster than XR- Y- + X-.-RY 
isomerization (which is the case for the 
C1CH3-.Br- complex in Fig. I), the %2 
rate constant is expressed as the following 
integral over energy and angular momentum 

where P(E) and P( J) are the energy and 
angular momentum probability distribu- 
tions, k,(E, J) is the variational TST rate 
constant for X- + RY association, and k,, 
(E, J) and k,,(E, J) are the isomerization 
and dissociation RRKM rate constants for 
the X--.RY complex. 

Although the energetics, transition 
states, and rates of S,2 reactions are impor- 
tant, they do not provide a complete picture 
of the microscopic reaction dynamics. 
There are several basic auestions associated 
with the microscopic dynamics of gas-phase 
%2 nucleophilic substitution that are im- 
portant to the development of accurate the- 
oretical models for bimolecular and unimo- 
lecular reactions. Collisional association of 
X- with RY (that is, reaction 2) to form the 
X---RY complex requires energy transfer 
from relative translational motion to vibra- 
tional or rotational, or both, degrees of 
freedom of RY. Understanding the dynam- 
ics of this process is a fundamental problem 
in ion-molecule chemistry. It has been pro- 
posed (30-33) that during the course of a 
%2 reaction, the system becomes trapped 
in the X--.RY and XR.-Y- complexes. 
The interaction between the ion and mol- 
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ecule in these com~lexes is weak, similar to 
the intermolecular interactions for a van 
der Waals molecule, and there is consider- 
able interest in the intramolecular and uni- 
molecular dynamics of such weakly coupled 
systems (69). Reaction 2 is akin to the 
generic displacement reaction A + BC + 
AB + C,  and as for all displacement reac- 
tions of this type, there is considerable in- 
terest as to whether its rate can be en- 
hanced by selective vibrational excitation 
of RY (70-73). Finally, the dynamics of 
crossing the S,2 central barrier with the 
additional possibility of recrossings is a cen- 
tral issue in reaction rate theory (1 0). In the 
sections below, experimental, computer 
simulation, and animation studies of these 
questions of dynamics and their relation to 
statistical theories are reviewed. 

Formation and Lifetime of the 
X-...RY Complex 

To  form the X-.-RY complex during a X- 
+ RY collision, the relative translational 
energy of X- + RY must be transferred to 
either RY rotation or vibration; otherwise 
the reactants will simply rebound without 
forming the complex. In a trajectory simu- 
lation of C1- + CH3C1 collisions (61 ), it 
was found that the C1--.CH3Cl complex is 
formed by a translation to rotation ( T  -+ R) 
energy transfer process, which involves cou- 
pling between the orbital angular momen- 
tum of the reactants and the rotational 
angular momentum of CH3C1. Complex 
formation does not involve energy transfer 
to CH3Cl vibration. Thus, energy is initial- 
ly stored only in the three low-frequency 
intermolecular modes of the C1--.CH3Cl 
complex (that is, the Cl-...C stretch and 
degenerate bending modes). This initially 
prepared complex is called an  intermolecu- 
lar complex (60) because only the intermo- 
lecular modes are excited. 

The energy transfer mechanism for com- 
plex formation can easily be determined 
from the trajectories by calculating the 
CH3Cl internal energy as a function of time. 
Initially, the intemal energy is only rota- 
tional, and transfer of this energy to CH3C1 
vibration (R + V) occurs on a much longer 
time scale. The mechanism for complex for- 
mation is visualized from the computer an- 
imations by observing which orientations 
between the reactants lead to complex for- 
mation (61). For this formation to occur by 
T + R, the reactants must sample the aniso- 
tropic part of the interaction potential. Col- 
lisions with a Cl-.-C-Cl angle of approxi- 
mately T, with the CH3C1 dipole oriented, 
do not form the Cl--.CH3Cl complex. Col- 
lisions oriented in this manner could yield 
complexes by T -+ V, but this is an  unim- 
portant energy transfer mechanism (6 1 ). 
Both R + V and T + V energy transfer 

Drocesses are unim~ortant  because the fre- 
quencies associated with the rotation of 
CH,C1 relative to C1- and with the C1- + 
CH3C1 relative translation are much lower 
than the intramolecular frequencies of the 
CH3Cl moiety. When there is such a mis- 
match in frequencies, energy transfer may be 
very inefficient (3). 

Because oriented collisions do not lead 
to complex formation, the C1- + CH3C1 
-+ Cl-..CH3Cl rate constant calculated 
from the trajectories is less than that given 
by a capture model (65). Experimental sup- 
port for this result comes from studies (35, 
36) of highly exothermic SN2 reactions 
such as F- with CH3C1, CH3Br, and CH31; 
for these reactions, the central barrier is 
ex~ec ted  to be too low to influence the 
reaction rate, so that the rate is controlled 
bv association of the reactants. For a rela- 
tive translational energy of 1 eV, the reac- 
tion rate constants for F- + CH3Cl and F- 
+ CH31 are one-tenth and one-fourth of 
the capture rate constant, respectively (35). 

The unimolecular dynamics of the 
C1-...CH3C1 complexes are studied from 
the trajectories by calculating the relative 
number of complexes that stay intact over 
time (58, 59) and the rate at which energy 
is transferred to the CH3Cl intramolecular 
vibrational modes (6 1 ). The predominant 
process for the Cl-.-CH3Cl complex is dis- 
sociation back to the reactants C1- + 
CH3C1, with a rate constant consistent 
with a model in which intemal energv is -, 

only transferred between the three intermo- 
lecular modes of the complex. For complex- 
es formed by C1- + CH3Cl collisions at 300 
K, the unimolecular dissociation rate con- 
stant has been found to be about 0.1 p- '  
from both trajectories (59) and experiment 
(74). If energy were transferred statistically 
between all of the vibrational modes of 
C1--.CH,Cl, the rate constant would be an 
order of magnitude smaller. 

Energy begins to transfer from the 
Cl--.CH,Cl intermolecular modes to the 
CH,Cl intramolecular modes for com~lexes 
with long lifetimes. However, energy trans- 
fer between these two sets of modes never 
becomes facile. The number of C1--.CH3C1 
complexes with long lifetimes is much 
greater than that predicted by RRKM the- 
ory (6), which assumes unrestricted energy 
flow. These long-lived complexes, in which 
energy has been transferred to the intramo- 
lecular modes, are called intramolecular 
complexes (60). 

Direct Substitution Mechanism 
for S,2 Nucleophilic Substitution 

As discussed above, C1- and CH3C1 do not 
associate under thermal conditions when the 
CH3Cl dipole is oriented with a Cl-.-C-Cl 
angle of approximately T. Because these ori- 

ented trajectories follow the reaction path, it 
is of interest to determine whether they can 
be modified to promote SN2 nucleophilic 
substitution. What was discovered from the 
trajectory simulations and animations (59, 
61) was that the addition of three or more 
quanta to the C-Cl stretch mode of the 
CH3C1 reactant opens up a direct substitu- 
tion mechanism without trapping in either 
of the potential energy wells. This direct 
reaction only occurs for oriented collisions 
with a collision angle 0 .-. T, so that the 
value of 0 as the reactants interact, the dy- 
namical stereochemistry (75), can be used to 
distinguish between the association and di- 
rect substitution mechanisms. 

Both a direct substitution trajectory and 
a complex-forming trajectory are depicted 
on the contour diagrams of Fig. 2. For each 
traiectorv there is initiallv six auanta in the 
~21 strLtch mode. ~ d d i n ~  quanta to the 
C-Cl bond uromotes bond extension, so 
that the ceniral barrier can be reached as 
C1- aa~roaches. This dvnamical effect is in - & 

accord with the role of vibrational energy in 
A + BC + AB + C triatomic displace- 
ment reactions (73). 

The importance of this direct substitu- 
tion mechanism is strongly dependent on 
the rotational energy of CH3C1. If CH3C1 
has no rotational enerev. most of the colli- -, , 
sions have dipole orientation and direct sub- 
stitution is im~ortant. For C1- + CH,Cl 
trajectories with a relative translational en- 
ergy corresponding to 300 K (that is, 3RT/2), 
no  CH3Cl rotational energy, and six quanta 
in the C-C1 vibrational mode, direct sub- 
stitution is about two times more probable 
than association (61). However, by simply 
increasing the CH3Cl rotational tempera- 
ture to 300 K, one can make the direct 
substitution/association ratio less than 0.06. 

For the C1- + CH3Cl system, direct 
substitution only occurs when the C-Cl 
stretch normal mode is excited with three 
or more quanta. For CH3C1 at 300 K, the 
probability of this vibrational excitation 
and rate constant with vibrational excita- 
tion is too small to make direct substitution 
an important contributor to the C1- + 
CH3C1 -+ ClCH3 + C1- SN2 nucleophilic 
substitution. However, the direct substitu- 
tion mechanism may become more impor- 
tant if less vibrational excitation is needed 
to promote it. This may be the case for C1- 
+ CH3Br and F- + CH3C1, which have a 
lower central barrier than the C1- + 
CH3Cl reaction (37, 62, 64). 

Dynamical Model for 
Association and Substitution 

A dynamical model for S,2 nucleophilic 
substitution that emerges from the trajecto- 
ry simulation and animation studies for the 
C1- + CH,Cl system is depicted in Fig. 3. 
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The complex formed by a collision between 
the reactants is an intermolecular complex 
Cinte,,. To cross the central barrier, this 
complex has to undergo a unimolecular 
transition in which energy is transferred 
from the intermolecular modes to the 
CH3C1 intramolecular modes, which forms 
the intramolecular complex Cinna,,. The 
Cintff,R + Cinna,R rate does not involve the 
crossing of a potential energy barrier but 
results from a dynamical barrier for energy 
transfer (3). The intramolecular complex 
accesses the central barrier region of the 
potential energy surface and C1-...CH3C1 
+ C1CH3...C1- isomerization occurs by a 
CintraBR + CinmBP transition. Products are 
formed when ChmBp + Chtff,P occurs. 

The scope of the dynamical model in Fig. 
3 is unknown, but it appears to also be 
applicable to C1- + CH3Br + C1CH3 + 
Br- %2 nucleophilic substitution. Both tra- 
jectories (62) and experiments (43) have 

examined the intramolecular and unimo- 
lecular dynamics of the C1--.CH3Br com- 
plex. When the complex's low-frequency in- 
termolecular modes are excited in the tra- 
jectory simulations (62), it preferentially 
dissociates to C1- + CH3Br. However, 
this becomes a negligible reaction path, 
and instead, C1-.-CH3Br + C1CH3.-Br- 
isomerization becomes important when 
the CH3Br intramolecular modes are ex- 
cited. Energy transfer between intermolec- 
ular and intramolecular modes is also ineffi- 
cient for the C1CH3.-Br- complex, which 
does not immediately dissociate to ClCH, + 
Br- as predicted by RRKM theory but re- 
mains trapped for some time in the intramo- 
lecular complex formed by C1-.-CH3Br + 
C1CH3.-Br- isomerization. Thus, the dy- 
namics of both C1-.-CH3Br and 
C1CH3.-Br- are interpreted in terms of in- 
termolecular and intramolecular complexes, 
as depicted in Fig. 3. 

Weak coupling between the intermo- 
lecular and intramolecular modes of 
C1CH3.-Br- is inferred from experiment 
(43), in which the relative translational 
energies of the C1CH3 + Br- products was 
measured. The experimental relative 
translational energies are lower than those 
predicted by OTS-PST (Fig. 4), which 
assumes a statistical distribution of vibra- 
tional, rotational, and translational ener- 
gies at the orbiting transition state. The 
distribution of relative translational ener- 
gy, determined from the trajectory simula- 
tion (62), is nearly identical to the exper- 
imental result. The trajectory simulations 
show that product energy is preferentially 
partitioned to C1CH3 vibration. 

'inua,~ c* Cinm,P transition is faster than the 
transitions between the intermolecular and 
intramolecular complexes. For a %2 reac- 
tion such as C1- + CH3C1, for which TST 
assumes that crossing of the central barrier is 
rate determining, such recrossings would 
make TST an incomplete model for calcu- 
lating the %2 rate constant. It would be 
necessary to correct the TST rate constant 
bv a factor K. which is the number of 
reactive trajectories divided by the num- 
ber of central barrier crossings in the R + 
P direction; that is, k,, = K kTSf (TST 
assumes K = 1). 

The most direct way of calculating this 
recrossing factor is to initiate the trajecto- 
ries at the central barrier and select their 
initial values of qi and pi according to a 
Boltzmann distribution (76, 77). TST pre- 
dicts each trajectory that crosses the central 
barrier in the R + P direction forms  rod- 
ucts without central barrier recrossings. 
Trajectory calculations of this type, per- 
formed for the C1- + CH3C1 %2 reaction 
(60), give a K factor less than unity, in the 

g u.: .- - - 
m 
K 

Rotation 

Central Barrier Recrossing 

The dynamical model described in Fig. 3 
indicates that the trajectories may recross 
the central barrier several times if the 

R - c m r , ~  Cmr,p - p 

I I 
Cin1ra.R +D Chtm.~ 

Fig. 3. Dynamical model for S,2 nucleophilic 
substitution. The labels R and P denote the re- 
actant and product sides of the central barrier, 
respectively. 
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Fig. 2. Potential energy contour diagrams with (A) 
direct substitution and (B) complex-forming tra- 
jectories for the CI- + CH,CI system. Each trajec- 
tory has a CI- + CH,CI relative translational ener- 
gy of 0.5 kcal/mol, no CH,CI rotational energy, 
and six quanta in the M I  stretch mode. 

Fig. 4. Product energy distributions for the 
CI--.CH3Br +CICH3 + Br- reaction: histogram, 
trajectory result (62); dashed line, experiment (43); 
and solid line, prediction of OTS-PST. The trajec- 
tory results (62) are scaled to match the experi- 
mental exothermicity. 



ranee of 0.1 to 0.3. The  uncertaintv in  K u 

arises from ( i)  long-time trapping of the 
traiectories near the central barrier so that 
the R and P asymptotic limits are not 
reached and (ii) uncertaintv in the treat- . , 

ment of the zero-point energy for the barrier 
recrossing trajectories. Thus, the trajecto- 
ries predict that both the Cinter * Cintra 
transitions and the Cintra,P tran- 
sitions affect the rate of C 1  + CH3Cl SN2 
nucleophilic substitution. 

If trapping in the ion-dipole complex 
must be incorporated into the statistical 
model, so that the SN2 rate constant is 
given by Eq. 4, then it is more difficult to  
revresent the effect of central barrier re- 
crossings; correcting TST with the K fac- 
tor is not enough. T h e  recrossines and " u 

presence of both intermolecular and in- 
tramolecular comulexes are exuected to  
affect the k,,, kiSom, and kdis rate constants 
in  Eq. 4. T h e  value for k,, should be 
smaller than that of a capture model, and 
kiSom and kdis should disagree with the 
predictions of RRKM theory. T h e  C1- + 
CH3Br system appears to  behave in this 
manner ( 6 2 ) ,  and more work needs to  be 
done to develop a n  accurate model for 
calculating its SN2 rate constant. 

Future Directions 

Additional exverimental, theoretical. and 
computational work is needed to acquire a 
complete understanding of the microscop- 
ic dynamics of gas-phase SN2 nucleophilic 
substitution reactions. Measurements of 
the SN2 reaction rate versus excitation of 
specific vibrational modes of RY (Eq. 2) 
are needed. as are exverimental studies of 
the dissociation and isomerization rates of 
the Xp...RY comulex versus svecific exci- 
tations of the complex's intermolecular 
and intramolecular modes. Exverimental 
studies that probe the molecular dynamics 
of the [X-.R...Y]- central barrier region 
would also be extremely useful. These 
types of experiments, combined with tra- 
jectory and quantum dynamical calcula- 
tions, will help determine what character- 
istics and properties are required for a SN2 
reaction to make its dynamics consistent 
with the fundamental assumptions of sta- 
tistical theories such as TST and RRKM 
theorv. T h e  manner in which the micro- 
scopid dynamics changes as the environ- 
ment for the SN2 reaction changes from 
gas phase to solution also needs to  be 
investigated. In solution, the reaction oc- 
curs by a mechanism (78) akin to  direct 
substitution in  the gas phase without trap- 
ping in a n  ion-dipole complex (79). Final- 
ly, more accurate TST and RRKM calcu- 
lations are needed, which include anhar- 
monicity in  the partition functions and 
densities of state for the RY reactant, 

Xp...RY complex, and [X...R...Y]- transi- 
tion state, to  facilitate comparisons be- 
tween exueriments and dvnamical calcu- 
lations a i d  statistical thedries. 
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