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David K. Gifford 

O n  page 1021 of thii issue, Adleman dem- chemistry to solve a hard computational 
o ~ t a  how simple DNA manipulations problem. 
can be used to find the solution to a di- The take home lesson for molecular bi- 
rected Hamiltonian (path problem (1 ). For ologists is that DNA ligation can effec- 
computer s c i e n u  it shows that so-called tively search a large space of potentid solu- 
"NP-completen computations can be per- tions to a given problem. It is conceivable 
formed with simple protocols on DNA sub- that similar protocols could be developed 
strates. For biologists, the results indicate for protein or epitope design given an effi- 
that simple biological systems have the cient way to isolate molecules that repre- 
ability to compute in unexpected sent "solutions." 
ways. Such new computa- . A 

L The limitations of Adle- 
tional models for biological man's technique are yet to 
systems could have impli- , be discovered. In its pre- 
cations for the mecha- sent form, it is not prac- 
nisms that underlie such tical enough to replace 
important biological sys- rtaditionalcomplterseven 
tems as woiution and for the particular pmb- 
the immune system. lem that Adleman has 

Hundreds of dacult solved. It is safe to assume 
practical computational that future research will 
problew (2), including explore these limitations 
optimal shop &edul- Subgets ot difficulty. diegram and create related meth- 
ing, the longest path in shows how the complexity of mputa- ods that reduce the num- 
a graph, and Boolean Wbms is c h s i f h d -  flemm ber of manipulations 
logic satisfaction, can be oy @ rqhn and the elapsed time re- 
translated into a c h i c  wp mmr pm called quired. Once these limi- 
form known as the di- tations are removed. bio- 
rected Hamiltonian path problem. Simply 
smted, a path through a graph is Hamilto- 
nian if it visits each vertex exactly once. 
Finding such paths for complex graphs is 
hard. 
Adleman has approached the Hamilto- 

nian path proMem in a b i ~ l o g i d  context 
where each vertex and edge of the graph 
can be represented by a short olrgonucle- 
otide sequence. An oligonudeotide is a 
synthetic single stranded DNA molecule 
that is made with a chosen s e q m  
Adleman shows that the binding together 
of chosen oligonucleotides qmsenting 
vertices results in DNA molecules that en- 
code the solution to a Hamiltonian path 
problem (2). A complete solution is en- 
coded in a single DNA molecule. Adleman 
further describes how to choose the right 
oligonucleotides to "inputn a problem into 
his method, and how to isolate and inter- 
pret the DNA molecules that represent so- 
lutions which are the "output" of his 
method. In essence, Adleman has used the 
enormous parallelism of solution-phase 
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logical methods could become a 
methcd for solving real-world computa- 
tional problems. 

The simplicity of Adleman's method is 
surprising given that it solves a hard com- 
putational problem. The figure shows how 
computer science problems are ranked in 
difficulty, starting with easy polynomial 
time problems at the inside, ranging up to 
difficult universal machii at the outside. 
This ranking is based onhow long thebest 
algorithm to solve a problem will take to 
execute on a smgle computer bounded by a 
constant factor times the size of the prob- 
lem. Algorithms whose running time is 
bounded by a polynomial k t i o n  are in the 
complexity class "polynomial timen (P for 
short), and algorithms whose Nnning time 
is bounded by an exponential function are 
in the complexity class "exponential time." 

A problem is referred to as intractable if 
there is no polynomial time algorithm that 
can solve it. It is easy to see why. For ex- 
ample, if an O(nZ) algorithm takes 1 p to 
solve a problem of size 10, then it will take 
100 p to solve a problem of size 100. If an 
O(2") algorithm takes 1 p to solve a prob- 
lem of size 10, then it will take 3.9 times 10" 
centuries to solve a problem of size 100. 
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The directed Hamiltonian path problem 
is in the complexity class called "non- 
deterministic polynomial time," or NP for 
short. An NP problem is a problem that 
can have its answer checked in mlvnomial 
time. The checked part is theL iniportant 
clause. If an oracle can tell vou the answer 
to your problem and you Can verify the an- 
swer in polynomial time, then your prob- 
lem can be solved in principle with 
Adleman's method. The "oraclen in Adle- 
man's method is the immense computa- 
tional capacity of a ligation reaction that 
produces billions of products and by brute 
force tries all possible solutions. 

The d i i t e d  Hamiltonian path is a spe- 
cial kind of problem in NP known as "NP- 
complete." Any problem in NP can be 
translated into an NP-complete problem in 
polynomial time. Thus, NP-complete prob- 
lems are the granddaddies of the NP family 
and can be used to solve any problem in 
the c h .  One of the largest open questions 
in computer science is the question of 
whether NP hard problems can be solved 
in polynomial time. This mathematical 
question is written "P = NP?". At present, 
no polynomial-time solution is known for 
NP-complete problems, and thus, they are 
considered to be intractable. 

Given the discussion to this point, one 
would believe that computers by and large 
run polynomial-time problems. This in fact 
is not the case. Many important problems 
are NP com~lete. To make these NP- 
complete problems practical, their sizes are 
limited, and acceptable approximations are 
made in order to trade precision for execu- 
tion time. 

What are the implications of Adleman's 
findings? From a computations point of 
view, the power of natural systems to solve 
a problem in parallel by brute force is com- 
pelling. In the case of Adleman's approach, 
billions of ligation reactions proceed in par- 
allel. and onlv a small number of them 
n e d  to result 'in molecules that encode a 
solution to the problem at hand. The 
power of DNA amplification (by the poly- 
merase chain reaction techniaue) is used to . , 
selectively d c h  these solution molec,ules, 
.and is followed by a purification procedure 
that isolates solution molecules. 

Logical future work following Adle- 
man's will seek to provide direct transla- 
tions for other computational ~roblems 
into biological systems and will seek to find 
new ways to identtfy and output solutions. 
To be practical, Adleman's method needs 
its "outputn technique to be less labor-in- 
tensive. In addition, negative controls need 
to be run to ensure that the method does 
not find solutions when there are no solu- 
tions. The method also needs to be tried 
on larger problems to test its limitations 
well beyond a small graph with 8 nodes 



and 15 edges, which Adleman used for his 
ex~eriments. 

Despite these limitations, the compel- 
ling aspect of this type of computational 
system is that an entire result that describes 
a com~le t e  solution is encoded in a single - 
molecule. This coding enables an  informa- 
tion remesentation densitv that is unheard 
of in conventional compu;ers and also per- 
mits extremely energy-efficient computa- 
tion; both of these issues are discussed by 
Adleman (2). 

Evolution and NP-complete problems 
do not seem to have much in common with 
one another. Or  do they? In the case of 
Adleman's method, he observed that 
adapter oligonucleotides could constrain a 
random process toward a solution, even 
though in a strict sense, constraints are not 
necessary with adequate screening of solu- 
tion candidates. Might similar processes be 
at work in biological systems that evolve? 
In such a scenario, genetic plasticity would 
still be created by random events, but con- 
straints might direct mutations to make de- 
sired outcomes more probable. If such con- 
straints exist, understanding them would 
certainly be a major accomplishment. 

A second lesson is that computation can 
take on forms that are not immediately rec- 

ognizable to us as computation. We  have 
seen how a process as ordinary as ligation 
can yield solutions to a hard computational 
problem. Possible computational applica- 
tions of other common enzymatic reactions 
have yet to  be fully explored, and thus, it is 
worthwhile keeping an  open mind about 
the nature of computation in a cell. Tran- 
scriptional control and other gene regula- 
tion mechanisms certainly play a para- 
mount role in the programming of cell be- 
havior, but there may be other computa- 
tional mechanisms lurking behind seem- 
ingly simple biological processes. 

As shown in the figure, NP  complete 
problems are not the most powerful compu- 
tational systems known. This honor is held 
by so-called universal systems, which can 
simulate any computation that can be per- 
formed on a deterministic computer (3). If 
we were able to construct a universal ma- 
chine out of biological macromolecular 
components, then we could perform any 
computation by means of biological tech- 
niques. There are certainly powerful practi- 
cal motivations for this approach, including 
the information-encoding density offered 
by macromolecules and the high energy ef- 
ficiency of enzyme systems. 

A t  present, there is no  known way of 

creating a synthetic universal system based 
on  macromolecules. Universal systems re- 
quire the ability to store and retrieve infor- 
mation, and DNA is certainly up to the task 
if one could design appropriate molecular 
mechanisms to interpret and update the in- 
formation in DNA. This ultimate goal re- 
mains elusive, but once solved, it will revo- 
lutionize the wav we think about both 
computer science and molecular biology. 

A great hope is that as we begin to un- 
derstand how biological systems compute, 
we will identify a naturally occurring uni- 
versal computational system. Understand- 
ing such a system would give us unprec- 
edented insight into complex biological 
processes. Perhaps we will ultimately dis- 
cover that developmental programs and 
other intricate biological behaviors are 
built from a common vocabulary of idioms 
which may be of value to both computer 
scientists and molecular biologists. 
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Neuroscience on the Net 
Peter T. Fox and Jack L. Lancaster 

Sure, the Internet provides low-cost enter- 
tainment: transcontinental trivia browsine - 
by information junkies; late-night, on-line 
chat (Fig. 1); electronic junk mail; and 
even pornography. But a large and growing 
communitv of "wired" neuroscientists have 
found loftier ways to use the Net. 

No  one will denv that conversation is 
an important aspect of Net traffic. Discus- 
sions with colleagues further away than 
the next lab are usually by e-mail, instan- 
taneous but buffered. Like traditional 
mail, you reply in your own time. Person- 
to-person data transmissions, once cumber- 
some, are now commonplace. Manuscripts, 
era~hics. and massive data sets hurtle 
u L 

around the world guided by point-and-click 
interfaces. such as Mosaic, Go~he r ,  and Fetch. . L .  

This ease of access is complemented by a simi- 
lar ease of creation. Thousands of laboratories 
have crafted WWW (World Wide Web) 
"Home Pages," which provide paths to re- 
search program information, preprints, public 
databases, software, and the like (1 ). 
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Publication, too, is being revolutionized 
bv the Net. Submission bv diskette. 
yesterday's leading edge, is beiig rendered 
obsolete bv e-mail submission. Still more 
avant garde are Internet journals. There are 
now over 70 fully electronic, peer-re- 
viewed, scholarly journals (2). Psycholoquy, 
the most established electronic iournal of 
neuroscience, uses the Net for every aspect 
of publication: submission, peer review, re- 
vision, and distribution. Although rev- 
olutionary, electronic publishing is prob- 
ably not the Internet's most far-reaching 
restructurine of scientific communication. " 

Community databases open to all mem- 
bers of a scientific discipline offer the great- 
est potential for scientific exploitation of 
the Net. It takes but a moment to under- 
stand why. Envision this: On-line access to 
all relevant results produced by any labora- 
tory in the world, before designing your 
next experiment. Alternatively, imagine 
similar access to aid in interpreting an  un- 
expected result. Such is the goal. How do 
we get there? 

The genome community has databased 
via the Net for roughly a decade. Before 

proceeding too far, prospective developers 
of neuroscience databases should absorb the 
collective wisdom of these network ~ i o -  
neers. There are dozens of public genetics 
databases. Most beein as in-house com~i la -  " 

tions and, when successful, evolve into 
"collaborative" databases (that is, allowing 
off-site access by formal agreement). The 

Fig. 1. The Internet as entertainment. 
[Doonesbury 0 1993 G. B. Trudeau. Reprinted 
with permission of Universal Press Syndicate. 
All rights resewed] 
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