
Can Meta-Analysis Make Policy? 
This statistical technique is being used with increasing frequency to resolve conflicting studies in social 

science-and in the process overturning much conventional wisdom 

I n  1970. R~chardLight, now a nrofessor at scores-even hundreds-of studies, but fe\v erv field to which it has been annlied-in-
c, , 

Harvard University's ~ e n n e d y'School of seem definitive, most conflict, and many a p  eluding the  social sciences. T o  begin with, 
Government.  \vas asked hv the  Department nroach the  suhiect from differing angles. few researchers ha\re the  necessary statistical

L, L,  

of Health,  Education, and welfare to ans\ver w h a t  Light did k t  discover for another few expertise to conduct or interpret ':I full-scale 
a s i m ~ l eQuestion: Does Head Start work? years was that a ~oss ib leway out of this bind meta-analysis. In  addition, the  techniuue 

& . 

Answering the  question wasn't simple, but already existed. N O W  generrilly called " m e t a  implicitly ;ejects the  traditional preferelice 
not for lack of infc~rmation.O n  the contrarv, analysis," it has heen emnloved in \rarious for a single, heautifullv conducted, absolutely 
Light recalls, n o  fewer than 13 studies hrA forms since 1904, when the  English s ta t~st i - dec~siv'study-apreference, ~ i g h tsays, tha; 
evaluated the  program. T h e  first 12 he  e x a m  cian Karl Pearson grouped data from British has led researchers in many fields to spend
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ined showed modest positive effects. But the  
thirteenth study, by far the  largest, sho\ved 
n o  effect at all. This sequence of events, 
Light says, reminded him of Mark Twain's 
remark about the  13th stroke of a clock: It 
cast doubt not only o n  itself, but o n  all that 
went before. 

"I had n o  idea \\hat to do," h e  says. "This 
hie collection of studies seemed to come to a 
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military tests to conclude that the  then-cur-
rent practice of \ racc~nat ionagainst intesti-
nal fever was ineffective. 

Desp~teits long pedigree, the technique 
did not become common until the  1980s 
(Science,3 August 1990, p. 4 7 6 )  Today, 
meta-analysis is especially prominent in medi-
cal research. But the  flourishing of meta-
analvsis in medicine has ohscured a similar 

their l~\resre invent~ngth; wheel. "They 
want their study to kill off the  question," h e  
says. "But hecause a single study can almost 
never do  that,  they constantly repeat the 
same research. You find 58 studies of the  
same question, and somebody out there is 
asking for funding to do  the 59th." 

Meta-analysis also challenges customary 
views of exnertise. Ordinarilv. review articles 
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morass of conflicting conclusions." Light growth in  the  social sciences, where the  are supposed to  be summaries in  which great 

Subject 

Psychotherapy 

Delinquency 
prevention 

School funding 

Job training 

Reducing 
anxiety in 
surgical patients 

Conclusion of Expert Review 

Worthless (Eysenck,1965). 

Programs have no consistent positive 
effects (National Academy of Sciences 
Panel on Rehabilitative Techniques, 
1981). 

Surprisingly little direct impact on 
educational outcome (Hanushek, 1989). 

Effectiveness subject to bitter dispute. 

Inconclusive, but thought to have little 
potential for reducing length of stay and 
costs (Schwartz and Mendelson, 1991). 

Meta-Analysis I 
Positive results, but little drfference between 
varying approaches (Smith and Glass, 1977). 

Many programs have modest good effects; 
skill-oriented, nonpsychologically oriented ones 
may have more than modest effects. Punitive 
schemes are counterproductive (Lipsey, in press). 

Important to educational outcome 
(Hedges et a/.,1994). 

Women show modest positive effects from programs 
that help find work, men from basic education; current 
systems do not match people and programs well 
(Cordray and Fischer, 1994). 

Inexpensive 30-90 minute preparation sessions 
can reduce length of stay with sharp impact on 
costs (Dev~ne,1994). 

researchers survey their 
fields, figuratively set-
tling back in  t h e ~ rchairs 
and dispensing the  wis-
dom. Meta-analysis isn't 
like that. "Instead," says 
Iain Chalmers. "meta-
analysis seems to  make 
some outside statisticians 
into the  big names-
and the  big names inside 
the  field don't  like it. 
And  they especially 
don't  like ~t when the  
statisticians tell them 
t h e ~ r  so-called expert 
judgment is all wrong." 

More important,meta-
analysis attracts dissent 
because pooling data 

was dissatisfied \\.it11 the  usual procedure for technizlue was endorsed by the  National Re- from different studies seems to violate a car-
~vritingscientific review articles-picking search counc i l  in  1992. AS was s h o ~ v nat  a dinal scientific prohibition: against adding 
through the  studies to  find the  ones that conference earlier this year sponsored by the  apples and oranges. Indeed, meta-analysts, .. 
seem most solid-because it struck him as Russell Sage F o ~ ~ n d a t i o n , ' ~social scientists of cannot directly combine data from different 
too subiective. Frustrated at his inability to  every stripe have performed hundreds of studies. Instead, they usually look a t  a statis-
come L I ~with a solid answer, Light and Paul meti-analises, with'more o n  the  way. Stud- tical measure called the  "iffect sizen-the 
Smith, now at the Children's Defense Fund, ies of psychotherapy, hospital staffing, juve- difference between the  result observed by, 
\\rote a n  article for the  Harwrd Education nile delinquency, the  efficacy of funding in- say, a n  experimental treatment and ~ v h a t  
Rez'ieu'in 1971 that called (311 scientists to  creases in  education-all have been put un- \vould be expected if the  treatment had n o  
come up with more rigorous methods for re- der the  lens of meta-analysis. A n d  in many effect. In  a typical individual study, the  re-
viewing research. cases the results, if they are to be believed, sults are subjected to standard statistical tests 

Light's dilemma exemplifies the  difficul- have profound implications for social policy. of significance, which reject effect sizes near 
ties policy-makers face in trying to  translate 
research into social nolicv. Often there are A solut ion ... or more  ~ r o b l e m s ?  

zero unless the sample size is very large. 
Meta-analysis. bv contrast. looks a t  the  dis-

L , , , ,  

But can the  results of meta-analysis be be- tribution of alleffect sizes, significant or not. 
*National Conference on Research Synthesis: lieved? Meta-analysis remains a controver- If they are randomly clustered around zero, 
Social Science Informing Public Policy, 21 June. sial method that has provoked dispute in ev- meta-analysis suggests that the  treatment has 
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n o  effect. But if they cluster off to  one side, 
meta-analysis shou~sthat something is going 
on, even if the  individual results are not  sta-
tistically significant in themselves. In  this 
u7ay,meta-al~alysiscan amplify experimental 
phenomena that are too small to  see in  single 
experiments, and it can find a consistent pat-
tern in apparently contradictory results-as 
demonstrated hy a recent meta-analysis of 
juvenile delinquency prevention. 

Juvenile delinauencv: Prevention works 
Convent ional  \visdom holds tha t  social 
programs don't prevent juvenile delln-
quency, a viewpoint exemplified hy sarcastic 
media treatment of midnight basketball pro-
grams in  the  recent crime bill. Nor  is this 
a t t i t~ldelimited to the  lay public; after a se-
ries of major research reviews in the 1980s, 
Ira M. Schwart; of the  University of 
Michigan's Center for the  Study of Youth 
Policy summed up expert opinion in the title 
of a 1991 article: "Delinquency Prevention: 
Where's the  Beef?" Given the  general de-
spair, public opinion has swung toward puni-
tive measures such as boot camps, mandatory 
sentences. and automatic treatment of iuve-
nile offenders as adults in court. 

Mark Llpsey of Vanderbllt University has 
been revisiting the  question, porlng through 
allnost 500 controlled studies of dellnauencv. , 
prevention In a ~neta-analysis.( A  prel~mi-
nary version appeared in  Meta-analys~sfor 
Explanation: A Casebook, published hy the  
Russell Sage Foundation in 1992.)Lipsey has 
founil that the  r e v ~ e ~ v sLvere wrong: Most 
delinquency programs work, albelt modestly. 
Typically, the  s tud~escompared rates of re-
arrest amone deliniluent youths who entered 
a program w ~ t hthe rates among those who 
didn't. O n  average, Lipsey fc>und a 10% re-
duction, from ahout 500,th to  ahout 459th. "It 
doesn't knock your socks off," says Llpsey. 
"Rut it's not  trivial. There's a lot of commu-
nities that would like to  see a.10% reduction 
in deliniluency." In  Lipsey's view, re-arrest 1s 
such a poor measure of outcome-"It mea-
sures police behavior, more than any-
thingn-that the  true benefits are prohably 
understated. "But let's get it settled," he  says. 
"Some things work! T h e  question is, what 
works and \vhy?" 

Lipsey trled to  answer that question In h ~ s  
meta-;~n;~lyslsby dividing programs into 
three categories: structured and behavioral 
(job training and behavior modification, for 
example); insight-oriented (family therapy, 
rap groups, and the  like); and deterrent (such 
as shock Incarceration and "scared straight" 
programs). Behavioral programs seem the most 
successf~~l;many lead to  impressive 209th to  
30% reductions in  re-arrest. "They tend to be 
structured environments that rely o n  teach-
ing thlngs, not  psychodynamic insights," 
Lipsey says. O n  the  other hand, h e  says, 
"when you do  insight counseling for juvenile 

Is the Vote Count Biased? 
T h o u g h  re\e.jrchera seldom al lm~ti t ,  a;,,\ St.1nforc1U n ~ \ . e r s ~ t yst,Itl\tlcl:in Ingr,lm 
O l k ~ n ,the ha\i\ for t r n d ~ t ~ c ~ n a lrev1cn.s of conflicting btudles I >  often "vote-counting": 
E,lch study 14~1thbt,lt~stic;~llya ~ g n l f ~ c ~ ~ n tfindings gets one vote tor or ;Ig,rlnst the 
hypothesis. But, ,I>Olkin , ~ n dLxry Hedges of the  Un~very~ tyotCh~c. lgoilemon\trat-
eel in 1930, \,c~tc-countingia plaguecl hy ;I funcIament;~lprohlern: .A\ the  number of 
\tucl~e\incre;l\es, the chance of ,I specific \ tat~sticalerror soar\. 

St,ltistlcians d ~ v l d ccrrt)ra 1ntc1Type I dnd Type 11. .A Type I error lies in conclu~llng 
that rebearch ha\ fount1 ,In asboclatlon or etfect \\hen one does not cxlsr; Type 11 
irnplles conclucllng there 1s no  assoclatlon or efiect when one exlsts. When  sclcntlsts 
\try t h ; ~ tt h e ~ rresults I ~ a v el e s  t h m  a 5%)chance t ) f  hclng clue to r;~ndomtluctuat~ona, 
they are almobt alwayb speaking of the poss~l?~lit\iof Tvpe I error. Type 11 error 15 

frequently ignored. 
I t  shoul~ln' the, Hedgcs < ~ n dO l k ~ nargue. Suppose researchers (Ire trylng re) l e x n  

the effects c > f  a drug to recluce hlor)d cholesterc,l. They have ct)ndl~cteilmdny tudiea ,  
a d r n ~ n ~ s t e r ~ n gthe drug to 11;1lf the people in each study ,1nl1 using the other half as ,I 
cc~ntrolgroup. Suppohe further th,lt the ; ~ c t u . ~ leffect of the drug 1s to reiluce the 
cholesterol level Iiv h ~ l f.I st.~nil;lrdilev1atlon-,1 s t a t ~ \ t l c ~ ; ~ n ' swav of sa\.unc thcjt, , 

alnlost 'ic?'!';~of the  people who take the ilrug have Ion.er choletcrc)l Icvcls than the 
mean t ) f  the  pet>plcwhc) d o  not (,lssumlng th,lt hnth groups ,Ire ~ l ~ s t r ~ h u t e d,~lt ,ng;I 

hell cur\.c). 
T o  ;~voiclType I error, typ~c;llatatixtic;ll test5 look for lower t11,ln expectell 

cholehterc,l level\. blllch Icnrer, In fact-tivo-thirds or three-clu,~rteraof CI t . lnJard 
i l e v ~ a r ~ o n ,dependinp on the test. But if the real effect is srlnaller than that,  mtlst 
cxperllnent\ iv i l l  fin<]smaller reiluctic~nc.Stulliea t h : ~ tflnJ the true efkct-halt ;I 

s t ; l~~d ;~r i l~1evl,tt1on-\v1l1 he ~ntcrr~rctcdas flncilnp nc) efkct ;  onlv stuciies that found 
much rnore t11;ln the  cc,rrect value \ v I I I  IY interpretell ,I:.\bowing ,In eftect. ' 4 5  the 
number c)f s tud~esIncre'lses, i t  hecome\ le5s ;1nc1lcss Ilkelv that a large proportlon of. . .  
them will find these unre .~l~st~cal lyl;~rgercJucrionb, thub J~nllnibhingthe chance that 
the  rc,~letfect will hc obser\.eil. Given the  preponJer;~ncco tUnoeffect" exeerlrnents,. . 
in this c;ise ;I tr,~Llitional\,ore-counting re\.lew would report that the drug elid l ~ t t l c  
goo~i-;I Type I 1  error. 

-C.M. 

delinquents, you get rnore insightful j ~ ~ v e n i l e  
delinquents. That 's  not had by itself, but it's 
not  where you want to put your tax dollar." 

T h e  worst performers were deterrent pro-
grams-"get tough, straighten them out, 
scare them a\vay from a life of crime," Lipsey 
explains. "You average those out and you get 
a negative effect." Lipsey surmises that this is 
because "many of these programs take mod-
erately impressionable hypermacho teenage 
kids and expose them to flamboyant models 
of ahuslve behavior, whether it's in  the  lifer 
mode or the  drill-sergeant mode. In  any case, 
it's a rlveting image of some colorfill person-
alities. I'm not sure that modeling verbally 
and physically abusive behavior for them is 
the  best idea." Lipsey "guesses" that the  cur-
rent vog1:nefor boot camps falls into this cat-
egory, though the  programs are too new for 
there to  be much data elther way. 

Meta-analysis vs. vote-counting 
By assembling a large number of studies, 
Lipsey hoped to avoid the  data-cluality prob-
lems that are an  inevitable issue in  the  social 
sciences. But this cannot always he avoided, 
as shown by the  debate over a meta-analysis 
of school funding. "People want solutions to  

the  problems of the  schools," says Eric A .  
Hanushek, a n  economist at the  University of 
Rochester whose book Making Schools Worli 
\vas this month by the  Brookings 
Institute. Typical reforms, he  says, include 
lowering class size and ralsing teacher sala-
ries, hoth of ~vh ichrequire large filnding in-
creases. "Naturally," he  says, "you want to  
know whether those ways of increasing re-
sources mattern-that is, whether they raise 
s t i~dentperformance. In  1989, Hanushek re-
viewed 38 stildies and found the  "startlinrrlv~, , 

consistent" result that "there is n o  strong or 
systematic relationshin between school ex-
penditures and student performance." Some-
what to Hanushek's dismay, conservative 
critics widely publicized his work with the  
sloean "money doesn't matter." 

Hanushek's review used a techniqi~e 
called "vo te -coun t in~"he  performed sta-
tistical regressions and tallied the  studies 
that were posit~veand statistically signifi-
cant.  Because these were fewer in numher 
than negative or nonsignificant studies, 
Hanushek concluded that school spending is 
not clearly related to  educational perfor-
mance. But vote-counting has come under 
fire. Despite its intuitive appeal, Larry V. 
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Hedges, now at the University of Chicago, 
and Ingram Olkin of Stanford University 
demonstrated in 1980 that vote-counting is 
increasingly unlikely to detect real positive 
effects as the number of studies increases (see 
box on p. 961). "It's paradoxical," Hedges 
admits. 'The more information you have, the 
worse you do." 

Last April, Hedges and 
two colleagues sought to 
demonstrate the point in 
Educational Researcher when 
they reviewed the same 
studies reviewed by Han- 
ushek. Rather than vote- 
counting, though, they 
used meta-analysis. Just as 
Hedges and Olkin had 
argued, they found sys- 
tematic positive effects 
that Hanushek's vote- 
counting had missed. In- 
deed, decreased class size, 
increased teacher experi- 
ence. increased teacher 
salaries, and increased 
per-pupil spending were 
all positively related to 
academic performance. 
"Money does matter after 
all," they concluded. 

Hanushek says his work 
has been caricatured as 
an argument that money 
makes no difference in 
anv circumstances. Fur- 
themore, he says, the Chi- 
cago meta-analysis did not 

demonstrate an error in his analysis, because 
the technique is not well suited to social 
science. As evidence, he points out that the 
Chicago researchers had to throw out 30% to 
40% of the data because those data reported 
no significant effect-without reporting 
whether the insignificant effect was positive 
or negative, as needed in a meta-analysis. 

"It's not that it wasn't in- 
formation," Hanushek says; 

' 
"it just didn't fit their form 
of meta-analysis. The way 
they did that led to specific 

, biases in their results, be- 
' 

cause they ended up with 
very selective sampling." 

Meta-analysis 
shows some 

Statisticians ascendant 
Many social scientists other 
than Hanushek also criti- 
cize the use of meta-analy- 
sis in the social sciences. 
Yet proponents of the 
method argue that what- 
ever ~ rob lems  there are 
in th; technique will have 
to be dealt with, because 
there is no other way to 
handle the explosion of Forms of juvenile data. According to Hedges, 

delinauencv the world's researchers have - 
prevention are produced 100,000 studies 

of depression. Yet new pro- 
effective: ''Some posals continue to appear. 

things work!" "Is this a sensible &a- 
tion?" he asks. "Do we re- 

Schmidt of the University of Iowa, the in- 
ability of a single study to definitively answer 
research questions demands the use of meta- 
analysis, and the result of its increased use, he 
predicts, could transform research in the be- 
havioral sciences. As more discoveries are 
made by people who do not conduct primary 
research, research may split into two tiers, 
one group specializing in the conduct of indi- 
vidual studies, the other applying complex 
meta-analytic techniques to make scientific 
discoveries. "Such a structure raises trou- 
bling questions," Schmidt wrote in 1992. 
"How would these two groups be rewarded? 
What would be their relative status in the 
overall research enterprise? . . . Is it the wave 
of the future!" As meta-analysis is exploited 
to analyze an increasing number of issues in 
the social sciences, the answer to that ques- 
tion should soon become clear. 

Xharles C. Mann 

Charles Mann is a science writer living in western 
Massachusetts. 
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