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Early in its history, Mars underwent fluvial erosion that has been interpreted as evidence 
for a warmer, wetter climate. However, no atmosphere composed of only CO, and H,O 
appears capable of producing mean planetary temperatures even close to 0%. Rather than 
by precipitation, aquifer recharge and ground water seepage may have been enabled by 
hydrothermal convection driven by geothermal heat and heat associated with impacts. 
Some climatic warming was probably necessary to allow water to flow for long distances 
across the surface. Modest warming could be provided by even a low-pressure CO, 
atmosphere if it was supplemented with small~amounts of CH,, NH,, or SO,. Episodic 
excursions to high obliquities may also have raised temperatures over some portions of 
the planet's surface. 

O f  all the planets, Mars appeals most 
strongly to the imagination because it is the 
one most like Earth. Mars has polar caps 
and seasons, shows evidence of having had 
liquid water on its surface, and might once 
have supported life. But present conditions 
at the surface of Mars are not Earth-like. 
Today, Mars is a cold desert with a surface 
atmospheric pressure of 7 mbar and a global 
mean temDerature of 218 K. Liauid water 

those during most of martian history (4). 
The best evidence for this comes from 
crater morphology in the ancient highlands 
of Mars (5). Flat-floored, rimless craters are 
common there, indicating that substantial 
topographic degradation has occurred. 
However, many fresh craters are superim- 
posed on this degraded population, and in 
some younger regions, virtually all craters 
are fresh. The areal densitv of the fresh 

cannot persist at the surface under these craters in both instances is so high that 
conditions, nor can life. Even if liauid degradation cannot have taken dace at a 
water did kxist, the highly oxidizing coAdi- constant rate but was concentrated early in 
tions found by Viking would be fatal to the planet's history. Crater densities indi- 
terrestrial organisms (1). The real fascina- cate that degradation was most efficient 
tion of Mars comes not from its present during the earliest recorded geologic epoch 
characteristics but from the most exciting on Mars, k n ~ w n  as the Noachian. Fluvial 
discovery of the Mariner 9 mission: Condi- activi-ty has been advocated as a major 
tions at the surface of Mars were once agent of early crater degradation (5), but 
substantially warmer and wetter than they eolian mantling and erosion, volcanic in- 
are today. filling, and downslope movement of debris 

There is little doubt that conditions on (mass wasting) could have played signifi- 
Mars during the first half billion vears of its cant roles as well. - 
history were dramatically different from The most dramatic evidence that condi- 
those at Dresent. The rate of meteoritic tions earlv in martian historv were different 
bombardment was certainly much higher. 
On the moon, radiometric dating of heavily 
and lightly cratered terrains has established 
that the average impactor flux during the 
first half billion years of lunar history was 
two orders of magnitude or more higher 
than the flux during the last 3 billion years 
(2). This abrupt drop-off in impactor flux 
coincided with the final gravitational 
sweep-up of the bodies from which the 
  la nets were formed. Dvnamical consider- 

from those today comes from valleys com- 
mon in the ancient heavily cratered terrain 
of Mars (Fig. 1). Most of these are small, 
with lengths of up to hundreds of kilometers 
and widths of one to a few kilometers. 
Channels (the actual conduits once occu- 
pied by fluid) have not been resolved in 
images of any valleys and may have been 
substantially narrower. Most valleys are 
U-shaped in cross section, with depths of 
100 to 250 m (6). Dendritic Datterns are 

\ ,  

ations suggest that a qualitatively similar typical, but tributary development and 
drop-off would have been experienced by all drainage density vary widely. 
of the terrestrial planets (3). Most small valleys (more than 95%) are 

Rates of erosion and deposition on early found in ancient terrains (7), suggesting 
Mars also appear to have been higher than that the valleys themselves are old. Where 

valley surface areas are sufficient to allow 
S. W. Squyres is with the Center for Radiophysics and ages to be determined directly from the 
Space Research, Cornell University, Ithaca, NY density of s.perimposed craters, an- 
14853, USA. J. F. Kasting is with the Department of 
Geosciences, Pennsylvania State University, State cient age is (8)-  As with en- 
College, PA 16802, USA. hanced erosion-deposition rates, the epoch 

during which most small valleys formed 
appears to have been roughly the first half 
billion years of martian history. Because the 
vallevs are so small and their discharges " 
correspondingly modest, it has commonly 
been inferred that conditions warmer than 
those on Mars today were required for their 
formation (9). 

If conditions earlv in martian historv 
really were warmer, climate may be only 
Dart of the stow. If the vallevs formed bv 
precipitation and ru'noff, then climate is 
indeed the controlling factor. If they 
formed by ground water outflow ("sap- 
ping"), however, then geothermal heat 
may also have been important. We argue 
below, as have others, that sapping best 
accounts for the morphology of most valley 
systems. Therefore, we consider not just 
climate but the broader issues of volatile 
abundance and temperature in the near- 
surface regions of Mars. 

Environmental Conditions 
on Early Mars 

Conditions on early Mars depend largely on 
the availability of volatiles, particularly 
CO, and HZO. Estimates for the initial 
volatile abundance of Mars vary widely 
(1 0). Anders and Owen (I I) predicted the 
planetary equivalents of 9.4 m of water and 
0.14 to 0.53 bar of CO, on the basis of 
scaling from the measured abundance of 
36Ar. Like other nonradiogenic noble gases, 
36Ar is highly depleted on Mars compared 
to Earth. This estimate assumes that H20 ,  
CO,, and Ar were incorporated into the 
planet in the same manner and that loss 
processes affect each equally. As discussed 
below, the latter assumption, at least, is 
probably incorrect. Simple mass scaling to 
Earth (that is, assuming that volatile abun- 
dance ratios are the same on the twoplan- 
ets) yields much higher values: - 1200 m of 
water and 10 bars of CO,. Straightforward 
notions about planetary accretion suggest 
that the planetesimals available at Mars's 
orbit should have been, if anything, more 
volatile-rich than those that formed Earth 
because the solar nebula was cooler at that 
distance (I 2). Hence, mass scaling to Earth 
should ~rovide a lower bound to the 
amount of volatiles delivered to Mars early 
in its historv. This im~lies that we must 
seek an alternative explanation for the low 
abundance of noble gases in the martian 
atmosphere. 

The explanation that seems most satis- 
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Flg. 1. Regional (A) and high-resolution (B) views of typical ancient valley tude -20", longlude 10"; (B) Viking orbiier images 13081 7-21 near 
systems on Mars. (A) Viking orbiier images 651A91 and 651A94 near lati- latitude 0", longitude 258". 

factory is that Mars was supplied with abun- 
dant volatiles but that those confined pri- 
marily to the atmosphere (noble gases and 
molecular nitrogen) were depleted by im- 
pact erosion (the loss of atmospheric gases 
to space during large impacts) or hydrody- 
namic escane. or both (13). Because of its . - . , 
low mass and low surface gravity, Mars is 
much more susceptible to impact erosion 
than is Venus or Earth. Melosh and Vick- 
ery (14) showed that plausible early impact 
fluxes could have stripped Mars of most of 
its original atmosphere (1 5). Hydrodynam- 
ic escape of hydrogen may also have 
stripped off heavier gases by dragging them 
off into space. Evidence that this process 
occurred is provided by the relative abun- 
dances of noble gases, which are mass- 
fractionated compared to the terrestrial pat- 
tern (1 3, 16). Hydrodynamic escape could 
have occurred from an accretionarv steam 
atmosphere (I 7) or from a subsequknt hy- 
drogen-rich paleoatmosphere. 

Both impact erosion and hydrodynamic 
escape would have affected only atmospheric 
volatiles. H20, which would have existed 
primarily as liquid water or ice, need not 
have been lost as efficiently. Substantial 
COz may likewise have been retained if 
carbon was Dartitioned into dissolved car- 
bonate species and carbonate rocks. Taken 
together, available information supports the 
view that equivalents of up to several bars of 
COz and several hundred meters of water 
could have been outgassed during the earli- 
est stages of martian history and been pres- 
ent when the valley systems were forming. 

The geothermal heat flow of Mars must 
also have been much higher early in the 
planet's history. Dynamical models show 
that the time scale for the accretion of Mars 

and the other terrestrial planets was on the 
order of 108 years (3). The impactors that 
struck Mars during accretion deposited tens 
of percent of their kinetic energy below the 
surface as heat, and large impactors buried 
their heat deeply. Because accretion is rapid 
relative to conductive heat loss, substantial 
melting of the interior of Mars should have 
occurred during accretion (1 8). 

Strong evidence that the early martian 
interior was hot comes from the shergottite- 
nakhlite-chassignite (SNC) meteorites, for 
which a martian origin is generally accepted 
(1 9). The U-Pb data from SNC meteorites 
intercept the concordia curve at both a 
young age, representing crystallization or 
ejection, and at an age of 4.5 billion years 
ago (Ga) (20). This observation, combined 
with whole-rock Rb-Sr ages of about 4.5 to 
4.6 Ga for SNCs, indicate that Mars differ- 
entiated very early (21 ). It is likely, then, 
that much of the martian mantle was at or 
near the solidus at the end of accretion. 
Because radiogenic heating is modest com- 
pared to the heat of accretion and of core 
formation, the planet would subsequently 
have cooled monotonically. 

The geothermal gradient on Mars de- 
pends on both heat flow and the thermal 
conductivity of the regolith. Regolith con- 
ductivity is poorly known, but the conduc- 
tivity of terrestrial permafrost may provide a 
guide. Typical permafrost conductivities are 
0.2 to 2 W m-' K-', withmost in the range 
of 0.5 to 1.0 W m-' K-' (22). Taking this 
narrower range and the thermal history mod- 
el of Schubert et al. (23). which has a hot 
start of the sort described above, one can 
estimate the evolution of the martian geo- 
thermal gradient (Fig. 2). The predicted 
gradient is 0.03 to 0.06 K m-' at present but 

0.18 to 0.36 K m-' at 4.2 Ga. These latter 
values are large; for the present climate, they 
would allow liquid to exist just 150 to 300 m 
below the surface, a depth comparable to 
that of most valley systems. If ground water 
were saline, as is likely, the melting isotherm 
would be still shallower. Most importantly, 
local heat flow transients produced by con- 
centrated magmatic activity and large im- 
pacts would have been substantially higher, 
allowing liquid water to exist very close to 
the surface and producing water tempera- 
tures well above PC. 

Climatic Considerations 

Until recently, it was believed that early 
Mars could have been warmed substantially 
by the greenhouse effect of a dense C02 
atmosphere (24). Such an atmosphere on 
early Earth could explain why our planet 

u c? Time (billions of years) 

Flg. 2. A model of the evolution of the global 
mean geothermal gradient versus time on Mars 
that uses the mantle evolution model of (23) 
and a regolith thermal conductivity of 0.5 to 1.0 
W m-I K-I. 
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remained habitable despite a 25 to 30% 
lower solar luminosity at that time (25). 
Unfortunatelv. this idea fails for Mars. Mars , , 

receives only 43% as much sunlight as does 
Earth todav and would have received even 
less in thk past. Its atmosphere should 
therefore have been filled with clouds of 
CO, ice (26). These clouds would have 
cooled the planet's surface by increasing the 
planetary albedo and reducing the tropo- 
spheric lapse rate. The first phenomenon is 
hard to simulate, but the second can be 
included in a one-dimensional, radiative- 
convective climate model (RCM) bv re- , , 
quiring that the lapse rate follow a moist 
adiabat. 

Figure 3 (26) shows a series of RC_M 
calculations at different solar luminosities, 
S, performed with a model that includes the 
lapse rate effect. As S decreases below its 
present value, So, CO, condensation be- 
comes increasingly important. For S/So = 
0.75 (the ex~ected value at 3.8 Ga). the , , 

surface temperature T could not have ex- 
ceeded 230 K. Furthermore, CO, partial 
pressures exceeding -3 bars are ruled out 
because any additional CO, would have 
condensed on the planet's surface. A corre- 
sponding inverse calculation indicates that 
surface temperatures exceeding 0°C are pos- 
sible only for S/So > 0.86 (26), which 
should not have been reached until -1.9 
Ga (27). This is too late in the history of 
Mars to ex~lain the age of most vallev 
networks. ?herefore, ;he conventional 
"warm early Mars" hypothesis has an appar- 
ently fatal flaw. 

There are several ways out of this dilem- 
ma. One that we explore further below is 
geothermal heat. A second is greenhouse 
gases (or particles) in the martian paleoat- 
mosphere beyond just CO, and H,O. Po- 
tential candidates include CH4, NH,, and 
SO, (28, 29). The most promising is CH, 
because it is the least soluble and has the 
longest photochemical lifetime, particularly 
if shielded from solar ultraviolet radiation 
by hydrocarbon particles produced from its 
photolysis (30). Potential methane sources 
include volcanism and, if life evolved, 
methanogenic bacteria (31). A third possi- 
bility is that solar evolution models are 
incorrect and the young sun was brighter 
than assumed. A more massive and hence 
brighter young sun has been suggested as a 
means of explaining the observed Li deple- 
tion in the solar atmosphere (32). This 
hypothesis would imply, however, that 
young, solar-type stars should be Iosing 
mass at -lo4 times the current mass flux in 
the solar wind, and there is no observation- 
al evidence for this. 

Another way to promote valley forma- 
tion in the presence of a weak CO, green- 
house would be to invoke spatial inhomo- 
geneities in climate. For moderate obliqui- 

Surface pressure (bar) 

Fig. 3. Surface temperature versus surface 
'pressure for a pure CO,,atmosphere on early 
Mars. The effect of CO, condensation on the 
tropospheric lapse rate is included in the cli- 
mate model. The curves are for various solar 
luminosities S, scaled to the present value So. 
[Figure from (26)] 

ties (like the current value of 25"), the 
equatorial regions might be expected to be 
substantially warmer than the poles. How- 
ever, solar flux at the martian equator at 3.8 
Ga was still only about 50% of the current 
terrestrial average. At this low solar insola- 
.tion, a large greenhouse effect, equivalent 
to 1 bar or more of CO,, would be needed 
to produce equatorial temperatures above 
0°C. But a CO, atmosphere of this density 
has such a long radiative time constant that 
the equator-to-pole temperature gradient 
should be very small (33), contradicting the 
initial assumption of spatial inhomogene- 
ity. Therefore, it is difficult or impossible to 
produce a warm equatorial climate with 
CO, and H,O as greenhouse gases. 

The situation changes dramatically at 
high obliquity. At obliquities exceeding 
54', the average insolation at the poles 
exceeds that at the equator (34). According 
to recent numerical simulations (35), the 
obliquity of Mars varies chaotically and may 
reach values as high as 60" every few tens of 
millions of years. For a few months each 
year, the summer pole could receive up to 
3.5 times the average planetary insolation; 
even at 3.8 Ga, it would have been heated 
more strongly than Earth is today. At times 
of high orbital eccentricity, the perihelion 
flux could have been more than 50% higher 
than the current mean terrestrial value. 
With this much insolation, little or no 
greenhouse effect would have been needed 
to produce local surface temperatures above 
0°C (36) at high latitudes. 

High obliquities cannot by themselves 
account for valley formation. The valley 
systems are widespread, whereas the warm- 
est regions should have been localized near 
the poles. Substantial polar wander (37) 
would be required to distribute the valleys 
over the surface. Moreover, this mecha- 
nism alone cannot explain why the valley 
systems are mostly ancient. High planetary 

obliquities could have been achieved as 
recently as 10 or 20 million years ago. Some 
additional secular change, such as a mono- 
tonic decrease in atmospheric temperature 
or geothermal heat flow, must still be in- 
voked to explain why most valleys formed 
in the distant past. 

Geologic Considerations 

Although valley systems are often cited as 
evidence for warmer conditions on Mars, 
their actual environmental implications are 
difficult to infer. This is in part because 
dissimilar geologic processes can produce 
similar landforms and in Dart because of the 
great age of the valleys and the significant 
modification they have suffered. The key 
environmental question is whether their 
formation was dominated by surface runoff, 
which requires precipitation, or by subsur- 
face sapping, which may not. 

The arguments for sapping being respon- 
sible for the formation of most ancient 
martian valley systems are strong (8, 38). 
Drainage densities for such valleys are typ- 
ically far lower than those for terrestrial 
drainage systems. In contrast to the space- 
filling drainage patterns formed by precipi- 
tation, martian drainage patterns typically 
have broad, undissected interfluves. These 
occur most readilv when vallev formation is 
initiated by localized sapping rather than by 
widemread rainfall or snowfall. First-order 
tributaries are usually short and stubby, 
with steep-walled alcoves (or "theater" ter- 
minations) at their upstream terminations. 
Tributary valleys are comparable in depth 
and width to main trunk valleys, and trib- 
utaries join higher order valleys at angles 
that are greater than those typically found 
in terrestrial drainage systems. Structural 
control of martian vallevs is strong. All of " 

these characteristics are typical of terrestrial 
sapping valleys but atypical of drainage 
systems developed by runoff (8, 38). Some 
martian valleys deviate from these charac- 
teristics, most notably on the flanks of 
several volcanoes where local runoff, per- 
haps associated with volcanic outgassing, 
may have occurred (39). There a= also 
some valley systems in the highlands that 
have morphologies that are sufficiently un- 
clear or degraded that precipitation cannot 
be ruled out. However, we conclude that 
sapping accounts most readily for the mor- 
phology of the vast majority of ancient 
martian vallevs. 

Many apparent sapping valleys are suffi- 
ciently developed that they could not have 
been formed by a one-time discharge of the 
aquifer that fed them. Measurements of 
valley topography (6) provide an estimate 
of the amount of material moved during 
valley system formation. Drainage system 
boundaries may be mapped on the basis of 
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both drainage patterns and regional topog- 
raphy. Such maps, coupled with models of 
regolith porosity (40), provide estimates of 
the maximum amount of water available 
from aquifer discharge. Even with very lib- 
eral assum~tions about the ease with which 
the regolith is eroded, the amount of water 
that could be contained in most local aaui- 
fers is inadequate to carve the valleys with 
which they are associated (41). So, some 
form of hydrologic cycle is required in order 
to replenish the water in these aquifers and 
to allow erosion to occur. 

There are at least two possible mecha- 
nisms for replenishing the water in martian 
aquifers. One, of course, is precipitation. 
Another is hvdrothermal convection. Hv- 
drothermal convection occurs when an 
aquifer is heated locally, setting up density 
contrasts in the water and initiating buoy- 
ancy-driven flow. On Earth today, the pri- 
mary driver of hydrothermal convection is 
magmatic activity; on early Mars, both 
magmatic activity (42) and impact heating 
(43) would have been drivers. Gulick et al. 
(42) found that magmatic intrusions 100 
km3 in size could have circulated fluids 
continuouslv for -10' vears. Aauifers 
drawn down by seepage could therefore 
have been replenished for long periods as 
hydrothermal convection circulated water 
into them. This finding alone does not 
prove that valley formation would take 
place as a consequence of hydrothermal 
convection because aquifer recharge is only 
part of the problem; seepage and erosion 
must also operate in order for valleys to 
form. However, it does suggest that hydro- 
thermal convection is an adeauate alterna- 
tive to precipitation for aquifer recharge if 
magmatism and cratering were sufficiently 
vigorous during the Noachian. 

A Picture of Early Mars 

The case against widespread precipitation 
early in recorded martian history appears 
strong. The morphology of most valley 
systems does not require it, and some as- 
pects of this morphology (for example, low 
drainage density) argue against it. More- 
over, greenhouse warming sufficient to al- 
low precipitation seems difficult to achieve. 
We therefore consider the climatic and 
geothermal conditions that could allow val- 
ley systems to form without precipitation. 
This is a three-part problem. The first 
requirement is a mechanism for aquifer 
recharge, and we argue, because of the 
prevalence of volcanism and cratering 
then, that hydrothermal convection is like- 
ly to have been sufficiently widespread in 
the Noachian for it to have done the job. 
The second requirement is that water must 
be able to emerge from a seepage face and 
cause headward erosion without the face 

freezing and ceasing the flow. The third is 
that the released liquid must be able to flow 
for up to hundreds of kilometers across the 
surface. 

Recent calculations (44) address the 
conditions required for seepage. Results are 
calculated by solving coupled equations of 
heat diffusion and fluid flow in a hvdrother- 
mally charged aquifer behind an eroding 
seepage face (4.5). The face moves head- 
ward as erosion occurs, with a rate deter- 
mined by fluid discharge and the grain size 
and cohesion of the regolith. If the atmo- 
sphere is warm, erosion can proceed indef- 
initelv. If it is cold. whether or not erosion 
can proceed is determined by the relative 
rates of erosion and propagation of the 
surface thermal wave. If erosion is rapid, 
material can be removed from the face 
faster than it is cooled and the erosion can 
persist. If it is slow, however, the surface 
thermal wave propagates inward, allowing 
pore ice to form. This reduces the hydraulic 
conductivity, discharge, and erosion further 
and chokes off the flow. 

The model begins with no ice Dresent " 

and liquid flowing freely. One calculation 
that has been done is for the low-tempera- 
ture greenhouse model of Kasting (26), 1.5 
bars of CO,, and a local geothermal heat 
flux of 0.65 W m-2, which for the assumed 
regolith thermal conductivity and sapping 
depth gives a water temperature of 0°C. 
Flow stops in a matter of hours for any 
plausible wind conditions. Significantly, 
flow stops more rapidly than it does for 
lower atmospheric pressure; the slight rise 
in temperature is more than offset by the 
increased atmos~heric densitv and im- 
proved ability of ;he wind to remove heat. 
Calculations have also been ~erformed for 
the same greenhouse model but a local 
geothermal heat flux of 1.19 W m-2. In this 
case, the water in the aquifer is 50 K above 
the melting temperature, and seepage can 
proceed indefinitely for some plausible wind 
speeds. This-local gradient, which could be 
generated by magmatic activity or crater- 
ing, is about three times the calculated 
global average at this point in martian 
history. 

The model shows other interesting be- - 
havior. Hydraulic conductivity of the re- 
golith influences seepage rate, and values 
typical of compact terrestrial soils yield slow 
seepage and cessation of erosion under both 
sets of conditions described above. Howev- 
er, the hydraulic conductivities that have 
actually been calculated for martian re- 
golith from outflow channel dimensions 
(46) readily yield continuous flow and ero- 
sion for a high local heat flow. More impor- 
tant than hvdraulic conductivitv is atmo- 
spheric pressure. At high atmospheric pres- 
sure, heat loss to the atmosphere is rapid, 
and it is difficult to get continuous erosion 

unless both water temperature and hydrau- 
lic conductivity are high. Flow and erosion 
of course are promoted by higher atmo- 
spheric temperatures. However, the pres- 
sure effect is sufficiently important that if 
CO, is the only greenhouse gas, sapping is 
aided by a reduction of atmospheric pres- 
sure, not an increase. For example, if the 
water is hot (50°C) and even if the hydrau- 
lic conductivity is typical of compact terres- 
trial soil, seepage can proceed indefinitely 
under the present conditions of 218 K and 7 
mbar. 

The above calculation considers the 
seepage problem only up to the point where 
the water emerges from the sapping face; it 
does not deal with the further flow of the 
water across the surface. In fact, it is surface 
flow that appears to be the part of the 
problem that most requires climatic warm- 
ing. The only influence that geothermal 
heat has on surface flow is on the water's 
temperature as it leaves the sapping face. 
This can be high. but the water will cool - ,  

quite quickly once exposed to air. 
We have performed calculations to ex- 

amine the cooling of a martian stream. 
Energy terms include insolation, radiation 
from and to the water, conduction to the 
atmosphere, and evaporative cooling. At- 
mospheric heat and water vapor transport 
are calculated following Brutsaert (47). 
Streamflow velocitv is calculated with the 
Manning equation (4 1)  and a channel gra- 
dient of 0.012 (48). Evaporative cooling is 
the dominant energy term at high tempera- 
tures. This is es~eciallv true for a low- 
pressure atmosphe;e because hot water will 
boil vigorously when it first comes into 
contact with such an atmosphere. Because 
the heat of vaporization of water is large 
compared with the product of water's heat 
capacity and the temperature change a 
stream undergoes, the volume of water evap- 
orated is a small fraction of the total. How- 
ever, the cooling produced by the removal of 
the heat of vaporization is very rapid, and 
even for the steep channel gradient used, the 
distance flowed before the water begins to 
freeze can be small under a wide range of 
pressure conditions. For example, for a C0,- 
only greenhouse with a pressure of 1.5 bars, 
a stream a meter deep and initially at 80°C 
will cool to O°C in a few hours, flowing just 
a few tens of kilometers before freezing be- 
gins. Substantial floods (water depths of 
several meters, requiring very high hydraulic 
conductivities) are needed for water to flow 
hundreds of kilometers under these climatic 
conditions before beginning to freeze. Water 
flow distances can be increased by reducing 
atmospheric pressure or by raising atmo- 
spheric temperature with minimal pressure 
increase. 

Once freezing begins, substantial flow 
still might continue. In fact, calculations 
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have suggested that flow could proceed for 
hundreds of kilometers under a protective 
ice cover even under the present climatic 
(49). However, terrestrial experience sug- 
gests that such models are incorrect (50). In 
arctic streams, structures called icings can 
form (5 1 ) . As an ice cover begins to devel- 
op, hydraulic pressure builds and the ice 
fractures, allowing water to seep to the 
surface and spread, often overflowing the 
channel banks to freeze in thin sheets. 
Icings halt stream flow much more effec- 
tively than calculations predict and could 
do so on Mars. Icings are common only in 
shallow streams, so from this standpoint 
also, deep streams and high hydraulic con- 
ductivities promote valley growth under 
cold climates. 

No channels have been resolved in im- 
ages of ancient martian valleys, so we can- 
not estimate the depths of the streams that 
occupied them. For them to have formed at 
atmospheric temperatures well below the 
maximum possible with a C02-only green- 
house would have required vigorous hydro- 
thermal convection and high hydraulic 
conductivity in the regolith. This is not 
impossible, but explaining the flow of water 
for hundreds of kilometers across the surface 
is certainly more straightforward with some 
climatic warming. Mean annual tempera- 
tures in excess of 273 K clearly are not 
necessary, but a few tens of degrees of 
warming above the nongreenhouse temper- 
ature would make the conditions for valley 
formation much more favorable. 

Modest climatic warming could have 
been produced by supplementing a CO, 
atmosphere with small concentrations of 
CH, and NH,. A low overall atmospheric 
pressure is most favorable. If significant 
climatic warming is required to explain the 
lengths of the observed valleys (that is, if 
hydraulic conductivities and stream depths 
were modest), then a low-pressure CO, 
atmosphere supplemented by CH4 or NH, 
is the explanation that we favor. The 
warmest conditions would have occurred 
near the summer   ole durine times of max- u 

imum obliquity, although for this to have 
contributed sienificantlv to vallev svstem - , , 

formation would probably require polar 
wander, for which good evidence has not 
been found. 

Early Mars was certainly wet. We be- 
lieve it was warm enough beneath the 
ground to recharge aquifers by hydrother- 
mal convection and to allow continuous 
seepage from them. It was also warm 
enough in the atmosphere to allow the 
water to flow for long distances across the 
surface. How warm the atmomhere must 
have been cannot be determined from cur- 
rent data, but temperatures a few tens of 
degrees below freezing would have sufficed, 
and it could have been colder if hydrother- 

mal convection was vigorous, hydraulic 
conductivities in the regolith were high, 
and atmospheric pressure was low. Precipi- 
tation does not appear to have been neces- 
sary, although available data do not rule it 
out conclusively. Small-scale fluvial activi- 
ty decreased with time as hydrothermal 
activity diminished and the atmosphere 
cooled, although local hydrothermal sys- 
tems could have accounted for the contin- 
uation of isolated fluvial events well into 
post-Noachian times. 

It is clear that near-surface aqueous en- 
vironments existed on Mars early in its 

'history and could have provided conditions 
much more favorable for life than those 
that exist today. Moreover, a speculative 
suggestion concerning life on Earth is that 
it originated in submarine hydrothermal 
vents (52), and hydrothermal activity on 
Mars could have produced similar environ- 
ments there. Whatever conditions were on 
early Mars, the best evidence for them may 
be preserved in materials associated with 
the ancient valleys. One very important 
goal for future exploration should be high- 
resolution imaging of valley floors to search 
for channel landforms, although this search 
is likely to be frustrated by the extreme age 
and degradation state of the valleys. An- 
other goal should be to retrieve samples of 
the sediments deposited in association with 
these valleys, so that we can examine the 
record of environmental and perhaps bio- 
logical conditions that they could contain. 
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volves mechanical rotation of the storage 
medium. The collection of stored data pages 
superimposed in a particular volume of the 
crystal is referred to as a stack. Spatial multi- VO l u me Holog rap h ic Storage and plexing . . is accomplished divi!ing the ,- 

Retrieval of Digital Data tal volume into a number of regions and 
recording one stack per region. Readout of a 
stored data page involves illuminating the 
crvstal with the a ~ ~ r o ~ r i a t e  reference beam 

A. . 
John F. Heanue, Matthew C. Bashaw, Lambertus Hesselink* aid imaging the difliacted optical signal onto 

a CCD arrav. which converts the o~tical 
A multiple page fully digital holographic data storage system is demonstrated. This system signal back iito an electronic signal. 'With 
is used to store and retrieve digital image and compressed video data with a photorefractive parallel readout of the CCD array, fast data 
crystal. Architecture issues related to spatio-rotational multiplexing and novel error-cor- transfer rates can be achieved because all 
recting encoding techniques used to achieve low bit-error rates are discussed. pixels in the stored data page are reconstruct- 

ed simultaneously. 

Holographic storage has long held promise 
for large digital storage capacity, fast data 
transfer rates, and short access times (1, 2). 
Current storage technologies are limited in 
that they do not simultaneously provide 
each of these three features. Recent devel- 
opments in materials, spatial light modula- 
tors (SLMs) , and charge-coupled-device 
(CCD) arrays have brought the promise 
closer to reality. Potential storage capacity 
of terabytes of data, transfer rates exceeding 
1 gigabit per second, and random access 
times less than 100 psec appear feasible, 
making holographic storage attractive for 
applications in the planned national infor- 
mation infrastructure, in conventional and 
parallel computing, and in the entertain- 
ment industry. 

Holographic recording is accomplished by 
combining an image-bearing light beam and a 
reference beam in a recording medium. The - 
variation in intensity in the resulting interfer- 
ence pattern .causes the complex index of 
refraction to be modulated throughout the 
volume 'of the medium. In a photorefractive 
medium such as LiNb03, charges are excited 
from impurity centers in the presence of light 
and subsequently trapped (3, 4). The result- 
ing space-charge field causes modulation in 
the index of refraction through the electro- 
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optic effect. When the medium is exposed to 
a reference beam identical to one used in 
recording, the light will difiact in such a way 
as to reproduce the original image-bearing 
wavefront. In holographic data storage, data 
are converted to an optical signal by use of an 
SLM (Fig. 1). A hologram corresponding to 
the image (one data "page") on the SLM is 
rheh recorded in a photorefractive crystal or 
other suitable volume holographic recording 
medium. Multiple holograms, each corre- 
sponding to a page of data, are written in the 
medium using angular multiplexing, in which 
each hologram is written with a reference 
beam incident at a different angle. For a l-cm- 
long LiNb03 crystal, holograms may be writ- 
ten with reference beams separated in angle 
by as little as 50 krad. The angle can be 
changed either by steering the beam or by 
rotational multiplexing, a technique that in- 

A CCD array 

Performance criteria. The main criteria 
used in evaluating the performance of a 
holographic data storage system are capac- 
itv; data transfer rate. access time. and bit , , 

error rate. The transfer rate and access time 
are bounded by the speed of peripheral 
devices (electronic beam steerers, mechan- 
ical stages, CCD array), whereas capacity 
and bit error rate are determined by the 
noise level in the system. As the number N 
of holograms stored in a single stack in- 
creases, the diffraction efficiency falls as 
1/N2. As the strength of the diffracted 
signal decreases, the signal-to-noise ratio 
(SNR) decreases because the strength of 
noise due to scatter is independent of N. 
The total number of holograms that can be u 

stored is thus determined by the minimum 
acce~table SNR. A lower bound on the bit 
erro; rate (BER) can be determined using 
the SNR calculated assuming a 1/N2 falloff 
in diffraction efficiency; in practice, the 

Reference angles 

Flg. 1. General 'holograph- 
ic recording scheme. 
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