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Rotating Spiral Waves Created by Geometry 

Konstantin Agladze, James P. Keener,* Stefan C. Miiller, 
Alexander Panfilov 

The ~elousov-~habotinsky reagent and numerical simulations were used to show that 
under high-frequency stimuli, rotating spiral waves can be initiated in a homogeneous 
excitable medium in the vicinity of domain boundaries or inexcitable barriers with sharp 
corners. 

Rotating spiral waves, also known as rotors 
(1) or vortices (2), occur in a variety of 
nonlinear excitable media. Biological ex- 
amples of such media include populations of 
Dictyostelium discoideum amoebae (3), reti- 
na (4),  heart tissue (3, and Xenopus 
oocytes (6). In physicochemical systems, 
suiral waves have been observed in oscillat- 
ing reactions (1, 7) and heterogeneous ca- 
talysis (8). 

The appearance and multiplication of 
spiral waves disorder the spatial organiza- 
tion of the medium and mav result in 
turbulent or chaotic behavior (9). For near- 
ly 30 years the only reasonable explanation 
of spontaneous spiral wave initiation con- 
firmed in a variety of excitable tissue was 
that it is due to heterogeneity of refractori- 
ness (10); that is, spatial differences in 
recovery properties of the tissue can lead to 
localized failure of propagation and subse- 
quent curl-up into spiral waves. 

We verified the possibility of a mecha- 
nism for generation of spiral waves under 
high-frequency forcing, having observed it 
both computationally and experimentally 
in Belousov-Zhabotinsky (BZ) reagent. 
These spirals are the result of the interac- 
tion of waves with inexcitable obstacles or 
domain boundaries in an otherwise homo- 
geneous medium. The mechanism of forma- 
tion is quite general: it is the result of 
generic properties of excitable media in- 
cluding the dependence of wavefront veloc- 
itv on the local wave freauencv and the . , 
wavefront curvature. The simple criteria for 
the appearance of spirals are (i) the fre- 
quency of the periodic wave train must be 
above some critical frequency and (ii) the 
domain wall or obstacle must have sharp 
comers. Though this phenomenon is visu- 
allv similar to vortex formation in hvdrodv- 
namical turbulence, it occurs here in the 
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absence of uhvsical mass-transfer and bv a . , 
different mechanism. 

Multiple rotors found in simulations of 
an excitable medium with randomly located 
inexcitable obstacles are shown in Fig. 1A. 
For this simulation, we initiated a train of 
periodic waves, which propagated from bot- 
tom to ton in the .frame. The seauence of 
events at each obstacle is similar, so Fig. 1, 
B and C, show what happens at a single 
obstacle. Starting from rest, waves subse- 
quent to the first travel with slowed velocity 
because of incomulete recoverv. The wave- 
length between successive waves becomes 
shorter and the frequency becomes higher, 
asymptotically approaching the frequency 
of stimulus (which is fixed). When the local 
period is relatively long so that the medium 
at the obstacle is well recovered (Fig. IB), 
the wave splits at the obstacle into two 
waves with free ends, each of which cir- 
cumnavigate the obstacle. Behind the ob- 
stacle the two wave ends meet and once 
again form a single wavefront. The remain- 
ing influence of the obstacle is a nonplanar 
deformation of the reconnected wavefront. 
the amplitude of which decreases with dis- 
tance from the obstacle and eventually 
disappears (because of the curvature influ- 
ence on wavefront velocity). As the local 
wave period becomes shorter, the wave tips 
meet each other at an increased distance 
from the obstacle. and the disturbance to 
the reconnected wavefront behind the ob- 
stacle is more uronounced. When the local 
period becomes shorter than some critical 
value. the wave svlits and the ends remain 
separated from the obstacle and from each 
other (Fig. 1C). When the externally ap- 
plied stimulation is stopped, a pair of coun- 
terrotating spiral waves remains in the me- 
dium. If there are many obstacles or domain 
wall corners, as in Fig. lA, there are many 
spirals rotating in the medium. 

The necessary conditions for the initia- 
tion of suirals bv this mechanism are exter- 
nal stikuli of sufficiently high frequency 
and obstacles with sufficient size and suffi- 
ciently sharp corners. In our simulations, at 
an obstacle with a 90" comer, spirals were 
formed if the period of external stimulation 
was less than 0.87 times the period of spiral 
wave rotation (but longer than the absolute 

refractory period of the medium) and if the 
obstacle length was larger than 0.10 to 0.15 
A, where A is the spiral wavelength. As the 
tuming angle increases (tuming angle = 
angle between boundarv normal vectors - 
before and after the corner), the frequency 
threshold for rotor formation decreases. In 
our computations, the critical period for a 
turning angle of 180" (the largest possible 
tuming angle) was 0.95 times the rotor 
period. 

Wave propagation around a boundary 
comer as found in experiments with the BZ 
reaction is shown in Fie. 2. A laver of 2% - 
agarose gel (0.7 mm thick) was prepared to 
serve as a matrix for the medium. The use 
of a gel avoids hydrodynamic disturbances 
and allows the boundary geometry to be 
created by cutting a sharp corner into the 
gel layer. After a rectangular portion of the 
gel was removed, the gel was soaked for 10 
min in the BZ medium. The aqueous solu- 
tion was then removed, especially carefully 
at the comer (which must remain sharp). 
To prevent the gel surface from drying and 
to decrease the influence of oxygen on the 
reaction, we covered the gel with a 2-mm 
layer of transparent, colorless silicon oil. 
Waves were initiated in the medium by 
touching the gel layer with a silver wire 
(diameter, 0.5 mm). Spiral waves were used 
as permanent wave sources. To create a 
wave source with a frequency higher than 
that of the usual spiral wave, we injected 
with a syringe a microdrop (about 10 ~ 1 )  of 
0.15 M sulfuric acid into the core of a 
chosen spiral wave, thereby increasing its 
frequency of rotation. Later, to decrease the 
frequency of or kill the spiral source, we 
used microdrops of 1 M bromide solution 
(2, 1 l ) ,  as this is known to inhibit the BZ 
reaction. 

When the frequency of the waves was 
less than or equal to the normal rate of 
spiral rotation, waves moved around the 
comer without noticeable wave breaks (Fig. 
2, A to D). When the local frequency was 
increased above the critical value. a wave 
break appeared spontaneously (Fig. 2D). In 
time the wave break evolved into a rotating 
spiral (Fig. 2, E and F). Because the fre- 
quency of forcing was higher than the 
natural frequency of the spiral (1 I) ,  the 
spiral drifted away from its point of origin 
(to the right in this experiment, not 
shown). 

The initiation of suirals at short time 
intervals and at large magnification is 
shown in Fig. 2. Figure 3 documents the 
phenomenon over a longer period of time 
and illustrates the evolution and stability of 
a fully developed spiral that survives after 
the stimulation has been switched off. Fig- 
ure 3 also shows spiral wave origination at a 
sharp 90" comer cut into a millipore filter 
which was used as a support for the BZ 
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Fig. 1 (left). Rotors resulting from high-frequency stimuli in an excitable 
medium with obstacles. (A) The wave pattern that results at t = 930 (time 
units) in an excitable medium of 600 by 400 grid points containing five 
randomly distributed obstacles under high-frequency stimulation with 
period 11.5 time units, applied before t = 650. (B and C) The wave 
pattern at a single obstacle under the same conditions as in (A) at t = 120 
(B) and t = 240 (C). For details of the computations see (18). Fig. 2 
(right). Spiral wave origination in an agarose gel soaked with BZ 

reagent with the following concentrations: NaBrO,, 0.16 M; H,SO,, 0.33 
M; CHBr(COOH),, 0.09 M; CH,(COOH),, 0.05 M; and Fe(1 ,lo-phenan- 
throline),, 3.4 mM. The obstacle is colorless with a dark band at the 
edges resulting from the change of refraction index from silicon oil to 
agarose gel. The photographs were taken from a video screen at -30-s 
intervals (A to F) and show a 28 mm by 25 mm section of the reactive 
layer. Period of stimulation was 70 s, and period of the spiral wave was 
89.5 s. 

curvature effect on the propagation of 
waves in excitable media (1 3).  The veloc- . , 

ity of the wave decreases with increased 
curvature of the front and can become zero 
and even negative if the curvature is high 
enough. The main effect of the obstacle is 
to break the wave into two waves, which 
will either go around the obstacle while 
remaining attached to the boundary (Fig. 
1B) or form two free ends (Fig. 1C). Once 
the break is formed. curvature at the  ti^ is 
large and will impede the progress of ;he 
wave around a comer. According to (14) 
there are two types of behavior of a wave 
break depending on the excitability of the 
medium: In media with high excitability, 
the wave break expands into the unex- 
cited medium, whereas in media with low 
excitability it contracts. The high fre- 
quency of external stimulation has the 
effect of decreasing the excitability of the 
medium and, hence, if the frequency is 
high, the wave break contracts rather than 
expands and the re-entrant pattern may be 
generated (1.5). Notice that for free wave 
tips to be created, the boundary must have 
high curvature, as a wave break will not 

reaction (1 2). As with the agarose gel, the 
reaction sheet in the millipore filter was 
covered with a 2-mm laver of silicon oil. 
Again, when the frequency of the wave 
train exceeded a critical value, a spiral 
wave was created (Fig. 3, B and C). In 
time, new spirals appeared at the corner 
(Fig. 3, C and D). When the wave source 
at the bottom was subsequently removed, 
the spiral wave remained close to the 
corner (Fig. 3, E and F). 

The mechanism of rotor generation 
described in this report is related to the 

It is also necessary to have a large turning 
angle at the corner. If the turning angle is 
small, the wave may separate from the 
corner but will have insufficient room to 
make the first rotation, as it will collide 
and reconnect with the boundary. At 
present, there is no adequate quantitative 
theory describing this phenomenon. 

The geometry of the medium necessary for 
the spiral wave origination is general: There 
must be comers with sufficient sharpness, and 

the frequency of incoming waves must be 
supercritical. These conditions are easily met 
in many of the known active media, such as 
heart, growing amoebae populations, and re- 
active solutions that propagate catalytic 
waves. For heart tissue, the role of a sharp 
comer may be played by fiber branching or by 
a myocardial infarction that serves as the 
obstacle around which the re-entrant pattern 
is generated. The separation of the wave from 
the boundary of an obstacle is important in 

Fig. 3. (A to F) The com- 
plete sequence of events 
showing spiral wave cre- 
ation in a piece of millipore 
filter paper soaked with BZ 
reagent. In (B), a drop of 
0.15 M sulfuric acid serves 
as a high-frequency pace- 
maker (spot at bottom of 

1 
the filter). The pacemaker 
is removed in (D), (E), and 
(F). The diameter of the 
millipore filter is 45 mm. 
Time intervals between 
frames: 5 min (A and B), 4 
min (B and C), 1.5 min (C 
and D), 6 min (D and E), 
and 4 min (E and F). 

separate from a slowly curving boundary. 
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aelat = V2e - f(e) - g 
agiat = ~(e)(ke - g) (1 

with f(e) = Cl * e when e < el; f(e) = -C2 * e + 
a when el 5 e -c e2; f(e) = C3 * (e - 1) when e > 
e2; and ~ ( e )  = el when e < el; ~ ( e )  = e2 when el 
5 e 5 e,; ~ ( e )  = e3 when e > e,. The parameters 
determining the shape of the function f(e) are el = 
0.0065, e2 = 0.841, E, = 0.14, e2 = 0.059, E, = 
2.5, Cl = 20, C2=3, C3= 15,a=O.I5,andk= 
3. With these parameter values, the function f(e) is 
continuous. To integrate Eq. 1, we used the 
explicit Euler method with time step ht = 0.01 and 
space step hx = 0.3, which gives less than 4% 
error for the velocity of plane wave propagation 
and 7% error for the period of the spiral rotation, 
about 15.5 time units. Neumann boundary con- 
ditions were used. A rectangular inexcitable 
obstacle was made using Neumann boundary 
conditions at its edges. External high-frequency 
stimulation was applied at one edge of the 
excitable medium with stimuli having amplitude 
four times the threshold value. 
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High-Resolution Nuclear Magnetic Resonance 
Spectroscopy in a Circularly Polarized Laser Beam 

A. D. Buckingham and L. C. Parlett 
Nuclei in afluid subjected to acontinuous wave circularly polarized light beam are predicted 
to experience a static magnetic field proportional to E' x E', where E' is the electric vector 
of the right or left circularly polarized wave and the dot denotes a time derivative. The field 
strongly depends on the local electronic structure and is present in all atoms. For an 
intensity of 10 watts per square centimeter propagating in the direction of the field of a 
magnetic resonance spectrometer, the general theory presented here predicts shifts of +4 
x 1 0-8 hertz for protons and + 1 0-5 hertz for fluorine-1 9. Larger shifts are predicted if the 
laser frequency is near an optical absorption. 

Recently, there has been interest in laser- 
enhanced nuclear magnetic resonance 
(NMR) spectroscopy (1 -3). Evans (1) pre- 
dicted that a circularly polarized laser beam 
could raise NMR frequencies dramatically. 
Warren et al. (2) studied solutions of the 
chiral molecule p-methoxyphenylimino- 
camphor in linearly polarized as well as left 
and right circularly polarized light of wave- 
length 514 nm; they observed bulk high- 
field shifts on the order of 0.01 part per 
million and smaller differential shifts. Har- 
ris and Tinoco (3) estimated the change in 
the chemical shift of a nucleus induced by a 
polarized laser beam and concluded it was 
far too small to be measured. 

Evans believes that a circularly polarized 
beamhas an associated static magnetic field 
parallel to the direction of propagation and 
proportional to the square root of the in- 
tensity (4, 5), but this would lead to huge 
NMR shifts and would violate charge con- 
jugation symmetry (6). Evans (5) also con- 
siders a second-order interaction of the laser 
with the molecular antisymmetric polariz- 
ability a& = -a;,, but he apparently 
failed to appreciate that in NMR spectros- 
copy, it is the antisymmetric polarizability 
induced by the nuclear magnetic moment 
that is relevant, just as it is the antisymmet- 
ric polarizability induced by the magneto- 
static field that is responsible for the Fara- 
day effect (7). 

Department of Chemistry, University of Cambridge, We show that the NMR shift may be 
Lensfield Road, Cambridge CB2 I EW, UK. expressed in terms of aLp perturbed by the 

nuclear magnetic moment. Warren et al. 
(2, 8 )  suggest that the polarization propor- 
tional to the electric field of the light wave 
could produce a magnetic field at a nucleus, 
but uresumablv this field would be oscillat- 
ing at the optical frequency and therefore 
would have no first-order effect on the 
spectrum. Harris and Tinoco (3, 9) consid- 
er nonchiral changes in energy proportional 
to the product &By), where lo is the inten- 
sity of the laser beam and By) the magnetic 
field of the NMR spectrometer; they also 
consider small, chirally sensitive shifts pro- 
portional to lo and IoBy). 

In this report, we show that the electrons 
of any molecule in a circularly polarized light 
beam acquire a mean time-independent cur- 
rent density proportional to E' x E*, where 
E' is the electric field associated with a right 
(+) or left (-) circularly polarized light 
wave and the dot denotes differentiation 
with respect to time. This current produces a 
magnetic moment [this is known as the 
inverse Faraday effect (lo)] as well as a 
magnetic field at each nucleus. A steady 
molecular current induced by an optical field 
must be an even function of the field 
strength IEI in order that it be time-indepen- 
dent and an odd function of E in a diamag- 
netic molecule in order that it should have 
the temporal properties of a current. 

The electric field of a circularly polarized 
plane wave propagating in the direction of 
the unit vector k, the z direction, is 

(1) 
where i and j are unit vectors in the x and 
y directions, n is the refractive index, c the 
velocity of light in vacuo, and o the angu- 
lar frequency. The intensity of the beam is 

where E~ is the permittivity of free space 
and lo is the power per unit area of a parallel 
beam of light; if lo = 1 W/cm2, E (O) = 27.4 
V/cm. 

From Eq. 1, the time derivative of E' is 

[i sin o(t -:) f j cos o(t -:)I 
( 3 )  

The vector product E' x E' = i ( o /  
2) [E(O)I2k is time-independent and behaves 
under the operations of parity P (that is, 
inversion of the coordinates of all particles 
through the origin, including the sources of 
the applied fields) and time reversal T (that 
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