
explaining 60 or 56% of the variance. Nat- 
ural enemies in fragmented habitats are more 
likely to be lost than their phytophagous 
prey because population growth starts only 
after the successful establishment of prey 
populations, and populations will be smaller 
in small habitat islands. The result is that 
food chains should be shorter in small islands 
than in larger habitats (18). 

Small populations isolated by disturbed 
environments are characteristic features of 
the agricultural landscape. The time be- 
tween population crashes (determined by 
cutting of vegetation or ploughing) may 
often be shorter than the recovery time of 
natural enemies, especially when they prey 
on only one or two species (19). In such 
situations of local loss and recolonization, 
predator-prey systems and multitrophic cas- 
cade effects begin to depend on metapopu- 
lation processes (20), such that only mobile 
and abundant natural enemies can regulate 
actual or potential pests. 

In addition, release of dominant com- 
petitors from natural control may cause 
competitive exclusion of herbivores. Com- 
petition is a structuring factor in endopha- 
gous but not ectophagous insect communi- 
ties (2 and as expected, we found com- 
petition to be important for the insects 
spatially restricted to the clover flower- 
heads. Extinction of weak competitors re- 
sulting from the release of dominant ones 
may be a further indirect consequence of 
reduced biocontrol. 

We conclude that habitat fragmentation 
affects natural enemies more than their 
phytophagous hosts. Fragmentation re- 
duced not only biodiversity but also the rate 
of predation or parasitism. The rate of 
parasitism is linked to the success of bio- 
control; habitat isolation can be expected 
to release herbivores from the control of 
predators or parasitoids. Accordingly, de- 
signs of the agricultural landscape that 
maintain habitat connectivity may contrib- 
ute to the biocontrol of potential or actual 
pests. 
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Structure of the Equine Infectious Anemia 
Virus Tat Protein 

D. Willbold, R. Rosin-Arbesfeld, H. Sticht, R. Frank, P. Rosch* 
Trans-activator (Tat) proteins regulate the transcription of lentiviral DNA in the host cell 
genome. These RNA binding proteins participate in the life cycle of all known lentiviruses, 
such as the human immunodeficiency viruses (HIV) or the equine infectious anemia virus 
(EIAV). The consensus RNA binding motifs [the trans-activation responsive element 
(TAR)] of HIV-1 as well as EIAV Tat proteins are well characterized. The structure of the 
75-amino acid EIAV Tat protein in solution was determined by two- and three-dimensional 
nuclear magnetic resonance methods and molecular dynamics calculations. The protein 
structure exhibits a well-defined hydrophobic core of 15 amino acids that serves as a 
scaffold for two flexible domains corresponding to the NH,- and COOH-terminal regions. 
The core region is a strictly conserved sequence region among the known Tat proteins. 
The structural data can be used to explain several of the observed features of Tat proteins. 

Equine infectious anemia virus Tat protein terminal region (2). The Cys-rich region is 
is a monomeric protein of 75 amino acids thought to bind two ZnZ+ ions (3). and the 
(1). From sequence comparisons of lentivi- 
ral Tat proteins, it was concluded that 
immunodeficiencv virus Tat ~rotein  se- 
quences are in geLeral subdivided into sev- 
eral regions: an NH,-terminal region, a 
Cys-rich region, a core region, a basic 
region, a Glu-rich region, and a COOH- 
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basicUregion is involved in bindkg of the 
TAR RNA recognition sequence (4). The 
Cys-rich region and a sequence homologous 
to the HIV-1 Tat COOH-terminus are not 
present in the EIAV Tat protein. The 
highly conserved core region encompasses 
amino acids Tyr35 through Tyr49 in EIAV 
Tat protein. In this study we used both 
chemically synthesized (5) and bacterially 
expressed protein (6). 

The nuclear Overhauser enhancement 
spectroscopy (NOESY) cross-peak pattern 
(Fig. 1) shows that the protein has a ten- 
dency to form weak helices from amino acid 
Alalo to Asn13 as well as through the core 
and basic regions (that is, amino acids His36 
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to Arg61, the latter helical part interrupted 
by the region from Leu45 to Asp4'). The 
intensity of cross peaks suggesting helical 
secondary structures (that is, NH-C,H, i, 
i + 3 and C,H-CBH, i, i + 3) is very low. 
Therefore, it may be deduced that at any 
given time a small subset of the total num- 
ber of protein molecules displays at least 
local helix-type conformation. These helix- 
type structures thus form possible limit 
structures of the protein (7). 

Three-dimensional (3D) structures were 
calculated from the experimental distance 
constraints with the X-PLOR 3.1 molecular 
dynamics program (8). Initially, structures 
with an approximately correct 3D fold were 
calculated from structures with random 
backbone conformations with the standard 
simulated annealing (SA) and refinement 
protocols, with minor modifications. These 
structures were then refined again with the 
same SA protocol and a refinement proto- 
col with the use of ex~licit electrostatic 
interaction terms. The calculation protocol 
and summary statistics for the structure 
calculations are given in Table 1. 

The 3D structure of the EIAV Tat protein 
is subdivided into domains of different flexi- 
bility. Amino acids Tyr35 through Tyr49, 
which form a hydrophobic core domain, pro- 
vide a scaffold for the flexible NH2-terminal, 
basic. and Glu-rich Darts of the amino acid 
sequence. This core region comprises only 
2Ph of the whole sequence, and the number 
of intraresidual and sequential nuclear Over- 
hauser effects (NOEs) in the core region is 
also about 20% of the total number of NOEs 
in these categories. In contrast, 35% of the 
medium-range and 63% of the long-range 
NOEs were observed entirely within the core 
region. All long-range NOES and 46% of the 
medium-range NOEs originate from amino 
acids in the core region. This hydrophobic 
core domain is also well defined by the nuclear 
magnetic resonance (NMR) data according to 
the molecular dynamics calculations, with a 

Table 1. X-PLOR parameters after simulated 
annealing refinement. Sequential assignments 
of amino acid spin systems were made from 
two-dimensional correlated spectroscopy 
(COSY), NOESY, and total coherence spec- 
troscopy (TOCSY) with the published standard 
procedures (19, 20) 

RMSD from ideality 
NOES (nm) 0.0140 
Angles (degrees) 1.445 
Bonds (nm) 0.001 4 
Improper (degrees) 1.310 

Average energies (kJ/mol) 
ENOE 3497.4 
E v ~ w  -688.3 
E~otal -338.5 

RMSD among backbone structures (nm) 
Whole protein 0.471 
Hydrophobic core, Tyr35 to TyP9 0.042 

root-mean-square deviation (RMSD) of about 
0.04 nm for the core-region backbone atoms 
(Fig. 2), compared to the corresponding 
RMSD of more than 0.47 nm for the whole 
protein backbone (Table 1). The flexibility of 
the structure is also evidenced by the lack of 
slowly exchanging protons. The architecture 
of this core is made possible only because the 
strictly conserved residue Gly46 allows a struc- 
tural turn at this position (Fig. 3). 

The sequence regions essentially corre- 
spond to structural domains (Fig. 4): The 
basic region wraps around the core domain, 
and the NH2-terminal as well as the COOH- 
terminal region form large loop domains that 
fold back to the hydrophobic core, placing the 
NH,- and COOH-termini at close distance. 
The latter, more flexible regions are anchored 
to the hydrophobic core by way of the follow- 
ing amino acids (observed NOESY cross peaks 

10 20 30 40 50 60 70 
LEDRRIPGTAEENLQKSSGGVPGQNTGGQEARPNYHCQLCFLRSLGIDYLDASLRKKNKQRLKAIQQGRQPQYLL 

Fig. 1. NOESY connectivities involving backbone protons for amino acids iand jwith li-jl < 4. The 
height of the bars symbolizes the relative strength (weak, medium, strong) of the cross peaks in a 
qualitative way. Amino acids are labeled according to the one-letter convention (16) (Fig. 5). The 
following 600-MHz NMR spectra were used for the sequence-specific assignment of spin systems 
and the evaluation of NOESY distance constraints: Double quantum filtered-COSY, TOCSY with 
mixing times of 80, 100, 150, and 200 ms, respectively, NOESY with mixing times of 150 and 300 
ms, respectively, and 3D HMQC with I5N-labeled protein. Data for long-range NOES (141 > 5) were 
extracted from both NOESY spectra, whereas data for sequential, short-range, and medium-range 
NOES were extracted from the 150-ms NOESY spectrum only. The sample contained an approxi- 
mately 8 mM concentration of bacterially expressed protein in 15 mM potassium phosphate buffer 
(pH 6.3), H20-2H20 (90 and lo%, respectively) solution. 

Fig. 2. Structure of the hydrophobic core of the protein, Tyr35 to Tyr49. Shown is the superposition of the 
protein backbone of six structures selected out of a total of 11 by the criteria described in Table 1. 
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in parentheses): Asp3 (CpH to NH of Tyr49); 
Gln70 (C,H to CEH of Tyr49) ; Pro7' (CpH to 
CEH of Tyr49) ; Tyr73 (CSH to C,H of 
Leu74 (C,H to NH of IIe47). 

Sequence alignments such as in Fig. 5 or 
in (2) suggest that the general structural 
features of the EIAV Tat protein are also 
valid for the more intensely studied HIV-1 
Tat protein, and several biochemical data on 
Tat proteins can be explained on the basis of 
the present structure of EIAV Tat. Muta- 
tions in the core region influence the trypsin 
digestion pattern of HIV-1 Tat protein (9), a 
result easily derived from the observation 
that this sequence forms a central hydropho- 
bic core in the protein structure. 

A peptide homolog of the HIV-1 Tat 
basic sequence region alone does not show 
full RNA binding activity. This activity is 
increased when the peptide is extended by 
amino acids from the core region (1 0). The 
ability of the peptides to discriminate be- 
tween TAR mutants is dramatically re- 
duced if the peptides contain fewer than 
five amino acids from the core region. From 
the EIAV Tat structure. it is clear that the 
hydrophobic core is a necessary structural 
domain presenting the RNA binding se- 
quence to the TAR RNA at the protein 
surface. The five COOH-terminal residues 
of the core region are the necessary compo- 
nents for the formation of the turn around 

Fig. 3. Structure of the core do- 
main and the basic domain of 
ElAV Tat protein. Shown are the 
side chains of the residues in the 
core domain that are conserved 
in Tat proteins according to Fig. 5 
(red) and the basic amino acid 
side chains of the whole molecule 
(yellow). The specific structure 
displayed is one out of the six 
structures of Fig. 2. The basic 
domain is thus displayed as a 
static structure, which it is not 
according to the present results. 

1 VCR 

Fig. 4. Sketch of the general ar- 
chitecture of ElAV Tat protein. In- I 
dicated are the positibns of the 
NH2- and COOH-terminal resi- 
dues showing NOEs to the core 
domain and the Arg residues at 
the NH2- and the COOH-termini. 
These, together with the basic do- 
main, build a positively charged 
cleft. Indicated are two regions 
with helix-forming tendency, ac- 
cording to Fig. 1, the third one 
being within the core domain. The 
figure is not meant to imply that 
these helices exist as stable 
structures in an appreciable frac- 
tion of the protein molecules. 

Flg. 5. Multiple sequence align- 10 20 30 

ment of Tat proteins with the LmnnIP6TA IIWSCC wcQmcqE -- -------- 
CLUSTAL V multiple-sequence avlsl me- - - -~ - -~  DPIUPWX-- ----mzs+ - - ~ K T  

alignment program with the use of m u  m----P--v ~ms*r-- - - - - a m -  --PUT cacu  

the PAM100 matrix and standard . ... . *.a 

parameters (17). The numbers on Cys-rich 
top correspond to the ElAV Tat 60 70 f7 
numbering scheme. Along the side, ainv Fi: 
HV1B1 is the HIV-1, B10, and HXB3 avlsl 

isolates and HVNDK is the HIV-1 r n r  -PWW A I I Q V P I P ~ ~ P S S ~ S ~ ~ P X ~  

and NDK isolates (18). Cys-rich, ...... .. ..... ... . . 
core, and basic regions are boxed Gln-rich 
according to (2). Amino acids are 
labeled with the one-letter conven- 
tion (16). Asterisks mark identical amino acids; periods mark conservatively replaced amino acids. 

Gly46. Transcription factor TFIID binds to 
HIV-1 Tat, and the binding region extends 
from amino acids Val36 to Gly50 (EIAV 
Tat: Led9 to Ala5') with Lys4' (EIAV Tat: 
Arg43) as a crucial component (I I). The 
TFIID transcription factor thus binds to the 
only basic residue in the most stable domain 
of the protein. 

The EIAV and HIV-1 Tat proteins seem 
to behave somewhat differently with respect 
to TAR binding (12). Figures 3 and 4 
suggest that basic amino acids from the 
traditional RNA binding region (Arg55 to 
Lys6'), together with the NH,-terminus 
(Arg4 and Arg5) and the COOH-terminus 
(Arg69), form a positively charged cleft 
suitable for RNA binding. This cleft, stabi- 
lized by the hydrophobic core domain, was 
experimentally defined by NOEs from 
Asp3, Pro7', Tyr73, and to the core 
domain. Indeed, a collapse of the tertiary 
structure upon the mutation of COOH- 
terminal residues, in particular Leu74 and 
Leu75, is suggested (12). 

Although the EIAV Tat protein struc- 
ture is flexible outside the core domain, it 
may adopt a more ordered structure on 
RNA binding (13). The disordered struc- 
ture of the uncomplexed basic domain is 
readily understood in light of the high local 
charge density. Helical structure of the 
basic domain of HIV-1 Tat protein in the 
Tat-TAR complex has been suggested (1 4), 
but other experimental studies argue to the 
contrary (1 5). Verification or falsification 
of these hypotheses will have to wait until 
the structure of a Tat-TAR complex has 
been determined in atomic detail. 
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Anergic T Cells as Suppressor Cells in Vitro 

Giovanna Lombardi, Sid Sidhu, Richard Batchelor, 
Robert Lechler* 

T cell-mediated suppression is an established phenomenon, but its underlying mecha- 
nisms are obscure. An in vitro system was used to test the possibility that anergic T cells 
can act as specific suppressor cells. Anergic human T cells caused inhibition of antigen- 
specific and allospecific T cell proliferation. In order for the inhibition to occur, the anergic 
T cells had to be specific for the same antigen-presenting cells (APCs) as the T cells that 
were suppressed. The mechanism of this suppression appears to be competition for the 
APC surface and for locally produced interleukin-2. 

Evidence for T cell-mediated suppression 
has been derived from adoptive transfer sys- 
tems in which T cells from an immunologi- 
cally tolerant animal transfer tolerance to a 
naive recipient animal if the T cells are 
.injected together with specific antigen (1). 
Various models have been ~ r o ~ o s e d  to ex- 
plain the mechanism of this ? $11-mediated 
suppression. Suggestions that suppressor T 
cells represent a separate lineage and exert 
their effects through cascades of soluble fac- 
tors have been discredited. Two current 
models exist. One model suggests that the 
effects are due to the suppressive effects of T 
cell-derived cytokines, such as interleukin-4 
(IL-4), IL- 10, or transforming growth fac- 
tor+ (TGF-P), which inhibit the activa- 
tion of IL-2-producing T cells (2-4). The 
other model proposes that antigen-specific T 
cells that have been rendered nonresponsive 
suppress other T cells that have the same 
specificity in a passive manner through com- 
petition for ligand and for cytokines such as 
IL-2 (5). We here provide in vitro evidence 
in support of the latter model. 

Secretion of IL-2 by a subset of helper T 
lymphocytes (T,1 cells) can be switched off 
as a result of partial signaling. This partial 
signaling can result from specific ligand rec- 
ognition in the absence of costimulation (6), 
from receipt of full activation signals in the 
absence of IL-2-driven cell division (7), or 
from recognition of an altered ligand for 
which the T cell receptor has a lower affinity 
(8). T,1 cells that have been turned off by 
these means are refractorv to subseauent 
stimulation and are referred to as anergic. 

The induction of T cell anergy has been 
demonstrated in vitro (6, 7, 9) and in vivo 
(1 0). We test here whether or not anergic T 
cells have immunoregulatory effects on other 
T cells. 

IL-2-secreting human T cell clones, spe- 
cific for influenza hemagglutinin (HA) pep- 
tides [residues 100 through 115 (HC3) or 
306 through 324 (HC6)] and restricted by 
HLA-DR1, were rendered anergic, by ei- 
ther incubation with soluble peptide in the 
absence of any added antigen-presenting 
cells (APCs) [as described (9)] or by incu- 
bation with immobilized antibody to CD3 
(1 1). In response to the optimal stimulatory 
peptide concentration, these treatments led 
to ~ 8 0 %  inhibition of T cell proliferation. 
The anergic T cells were added to cultures 
containing potentially reactive T cells, 
APCs, and antigen. Anergic T cells with 
the same specificity as the responsive T cells 
led to titratable inhibtion of proliferation 
(Fig. 1, A and B) . This effect was specific 
because addition of an anergic clone with a 
different specificity (a third-party cell) 
caused less inhibition. No difference was 
seen in the degree of inhibition caused by T 
cells that had been rendered anergic by 
peptide or by antibody to CD3 (Fig. 1C). 

Four possible mechanisms could contrib- 
ute to this. T cell-mediated suppression. 
First, it is possible that the anergic T cells, 
although unable to secrete IL-2, could be 
more lytic of the APC, thus depriving the 
responsive T cells of the opportunity to 
interact with ligand (12). Comparison of the 
lytic activity of the anergic and responsive T 
cells in a Cr release assav revealed that 
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- 
ability to lyse antigen-bearing B cells, they 
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