
deletion within the SH2 domain might rep- 
resent a general mechanism by which cells 
regulate signaling and the cascade of connec- 
tions that occur by means of phosphotyrosine- 
containing proteins and adaptors. 
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Activity-Dependent Changes in the Intrinsic 
Properties of Cultured Neurons 

Gina Turrigiano,* L. F. Abbott, Eve Marder 
Learning and memory arise through activity-dependent modifications of neural circuits. 
Although the activity dependence of synaptic efficacy has been studied extensively, less 
is known about how activity shapes the intrinsic electrical properties of neurons. Lobster 
stomatogastric ganglion neurons fire in bursts when receiving synaptic and modulatory 
input but fire tonically when pharmacologically isolated. Long-term isolation in culture 
changed their intrinsic activityfrom tonic firing to burst firing. Rhythmic stimulation reversed 
this transition through a mechanism that was mediated by a rise in intracellular calcium 
concentration. These data suggest that neurons regulate their conductances to maintain 
stable activity patterns and that the intrinsic properties of a neuron depend on its recent 
history of activation. 

T h e  outputs of neural circuits depend both 
on synaptic connections and on the intrin- 
sic electrical properties of individual neu- 
rons (1). Activity-dependent modification 
of synaptic strengths contributes to pro- 
cesses such as developmental segregation of 
inputs and learning (2) and has been well 
described. Less extensively studied has been 
the role of activity in shaping the intrinsic 
electrical properties of neurons [but see 
( 3 ) ] .  These properties are determined by 
the balance of a neuron's ionic conduct- 
ances, and modification of this balance can 
substantially change the output of the cir- 
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cuits in which a neuron participates (1, 4). 
Here we show that activity can alter the 
intrinsic electrical properties of neurons, 
which suggests that a neuron's physiological 
identity is influenced by the synaptic input 
it receives. 

We studied stomatogastric ganglion 
(STG) neurons from the spiny lobster, Pan- 
ulirus interruptus, that participate in two 
motor programs producing rhythmic move- 
ments of the teeth and foregut. This rhyth- 
mic activity depends both on modulatory 
and rhythmic inhibitory synaptic drives 
that cause STG neurons to fire bursts of 
action potentials when released from inhi- 
bition. When pharmacologically isolated, 
STG neurons do not fire in bursts but fire 
tonically (Fig. 1A) (4). 
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What happens to the intrinsic electrical 
properties of STG neurons when chronical- 
ly isolated from their normal inputs? To 
investigate this, we placed STG neuronal 
somata with short primary neurites into 
primary cell culture under defined condi- 
tions (5, 6). After 2 days in culture, most 
STG neurons were silent at rest and fired 
action potentials tonically when depolar- 
ized and when released from hyperpolariza- 
tion (Fig. 1B and Table 1). These proper- 
ties were similar to those of STG neurons 
that were pharmacologically isolated in the 
ganglion (Fig. 1A). After 3 or 4 days in 
culture, however, most STG neurons fired 
in bursts when depolarized and produced a 
large slow-wave depolarization when re- 

" I;M - w a r m  - 
lsolatlon 

C 76 hours 77 hours 

20 1.5 nA L 
I s 

Fig. 1. Properties of STG neurons in the gangli- 
on and isolated in primary cell culture. (A) 
Schematic illustration of the activity of STG 
neurons in the ganglion when connected to 
their normal synaptic and modulatory inputs 
and when pharmacologically isolated (4) .  (B) 
lntracellular recordings from two STG neurons 
after 2 or 3 days in culture, showing their 
response to depolarizing and hyperpolarizing 
current. Dashed line indicates V, in millivolts. 
Here and in subsequent figures, Vis the mem- 
brane potential and I is the current injected 
through the microelectrode. (C) lntracellular 
recording from an STG neuron in culture after 
76 and 77 hours. Neuron was recorded contin- 
uously for 8 hours and its properties monitored 
every 15 min. Cultured neurons firing bursts 
had small action potentials because of the 
partial inactivation of sodium currents during 
the depolarizing phase of the burst. 

leased from hyperpolarization, which we 
term a rebound burst (Fig. 1B and Table 1). 
Thus, when chronically isolated from their 
normal inputs, STG neurons become capa- 
ble of generating bursts endogenously. 

The transition from tonic firing to burst 
firing of STG neurons in culture is caused 
by changes in the expression of intrinsic 
conductances. The densities of calcium cur- 
rents contributing to burst firing increase, 
whereas outward current densities decrease 
(7). Long-term recordings from individual 
neurons showed that the spontaneous tran- 
sition from tonic firing to burst firing could 
occur rapidly, in as little as 1 hour (Fig. 
1C). This is because small conductance 
changes can move neurons between these 
two activity states (7). 

The change in activity of isolated STG 
neurons suggests that the balance of con- 
ductances is regulated by synaptic inputs. 
Perhaps when isolated, STG neurons adjust 
their conductances and gain the ability to 
fire bursts endogenously to compensate for 
the loss of rhythmic drive. If so, supplying 

Table 1. Percentage of neurons that fire toni- 
cally or in bursts after 2, 3, or 4 days in culture. 

Days Activity (%) Rtn 
in "m (meg- 

culture Tonic Bursts Other (mV) ohms) 

;!Iw 10 

\Stirn. off 

-20 0 20 40 60 80 100 120 
Time (min) 

Fig. 2. Change in the rebound properties of STG 
neurons after rhythmic stimulation. (A) Stimulation 
paradigm: -2.5-nA pulses were delivered at 0.3 
Hz to elicit repetitive rebound bursts. (B) Plot of 
rebound amplitude versus time during rhythmic 
stimulation for the neuron illustrated in (A). Re- 
bound properties are shown for the time points 
surrounded by boxes. "Stim, on" indicates onset 
of rhythmic hyperpolarizing current pulses; "stim. 
off" indicates cessation of stimulation. Dashed 
line indicates V, (-50 mV). 

rhythmic drive to cultured neurons should 
reverse the transition from tonic firing to 
burst firing. To test this possibility, we took 
neurons on dav 3 that fired bursts when 
depolarized and, by means of rhythmic hy- 
perpolarizing current pulses, drove them to 
fire bursts on the rebound (Fig. 2A) (8). 
Repetitively driving neurons in this way 
produced a gradual reduction in the magni- 
tude of the rebound burst (Fig. 2B). After 1 
hour of stimulation. the rebound burst re- 
sembled the small-amplitude rebound of a 
tonicallv firine neuron. and this effect re- - 
versed after about 1 hour (9). On average, 
prolonged stimulation significantly reduced 
the rebound from 17.8 & 1.6 to 8.5 & 1.1 
mV, and this reversed (16.1 k 2.5 mV) 
after about 1 hour (control # stimulation, 
P < 0.001, paired t test, n = 16). Stimu- 
lation produced no change in restingpoten- 
tials (V,) or input resistances (Rin) (1 0). 

The maenitude of the chanee in the " " 
rebound burst depended on the frequency of 
stimulation. Interpulse periods of 12 s or 
longer produced no change in burst proper- 
ties. Interpulse periods of 8 s or less progres- 

A Control 

Reversal 

- - - - - - - - - - - - -  
8 Control 

Stimulation 
I 1 5 r n ~ ~  I 
; 1nA 1 s  1 _ _ _ _ _ _ _ - _ - - _ - 1  

20 mvJ 

I s 

Flg. 3. Change in the depolarization-induced 
burst properties of STG neurons after rhythmic 
stimulation. (A) Hyperpolarizing current pulses 
(-1.5 nA, 0.33 Hz) were delivered to elicit re- 
bound bursts; dashed line indicates V, (inset). 
Control: activity before stimulation; stimulation: 
activity after 1 hour of hyperpolarizing current 
pulses; reversal: activity 1 hour after cessation of 
current pulses. For each condition, neuron was 
depolarized with 0.5 nA dc to elicit activity. 
Dashed lines indicate -40 mV. (B) Same stimu- 
lation paradigm delivered to a neuron that did not 
fire bursts on the rebound (inset). For each con- 
dition, the activity of the neurons was determined 
for a range of current injections. 
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sively decreased the amplitude of the re- 
bound burst, and interpulse periods of 3 to 
4 s produced the largest decrease (1 1). This 
frequency is within the range of the faster of 
the two STG rhythms in the intact gangli- 
on (4). 

In addition to changing the rebound 
properties of STG neurons, driving neurons 
to fire rebound bursts produced a long- 
lasting change in their response to depolar- 
ization. Driving a neuron for 1 hour trans- 
formed its response to depolarization from 
burst firing to tonic firing, and this effect 
reversed after about 1 hour (Fig. 3A). 
Rhvthmic drive therefore eliminated the 
neiron's ability to fire bursts endogenously. 
Of 16 neurons that were driven to fire 
rebound bursts for 1 hour, 15 showed a large 
and persistent reduction in the amplitude of 
the slow wave underlying depolarization- 
induced bursts. On  average, prolonged 
rhvthmic drive reduced the am~litude of 
depolarization-induced bursts from 18.3 & 

2.7 to 8.0 f 2.8 mV, and this reversed 
(16.4 f 1.7 mV) after about 50 min (stim- 
ulation * control, P < 0.001, paired t test, 
n = 16). 

These data show that patterned input 
can profoundly alter the intrinsic properties 
of STG neurons. When isolated from 
rhythmic drive, they gained the ability to 
fire bursts endogenously, and when rhyth- 
mic drive was restored, this ability was 
reduced or eliminated. This suggests that 
STG neurons adiust their conductances in a 
homeostatic manner, so that they retain 
the capacity to fire in bursts despite changes 

in external inputs. Such a process requires 
an intracellular messenger, such as calcium, 
whose concentration is well correlated with 
activitv. The stimulation-induced transi- 
tion from burst firing to tonic firing depends 
on eliciting rebound bursts. One hour of 
hyperpolarizing pulses administered to neu- 
rons that fired bursts when depolarized but 
did not exhibit rebound bursts (Fig. 3B) did 
not change the depolarization-induced 
burst amplitude (control: 15.5 t 1.1 mV; 
stimulation: 15.4 t 2.0 mV, no significant 
difference, P > 0.1, paired t test, n = 6) 
(12). Rebound bursts were blocked by a 
reduction in extracellular calcium concen- 
tration (Fig. 4A) or by calcium-channel 
blockers, which indicates that they are 
carried in part by a calcium current. This 
suggests that a rise in intracellular calcium 
concentration may mediate the changes in 
the neurons' intrinsic properties. Calcium is 
known to mediate many activity-dependent 
processes, including changes in synaptic 
efficacy (1 3), neurite outgrowth (14), and 
the magnitude of ionic currents (3). 

To test this possibility, we used intracel- 
lular injections of the calcium chelator 
BAPTA to buffer intracellular calcium (Fig. 
4, B and C) (15). BAPTA infusion broad- 
ened the rebound burst but did not affect its 
amplitude. Driving neurons to fire rebound 
bursts for 1 hour with intracellular BAPTA 
produced no change in the rebound ampli- 
tude (Fig. 4C; control: 17.4 f 0.9 mV; 
stimulation, 16.6 + 1.3 mV, no significant 
difference, P > 0.1, paired t test, n = 7). 
These data indicate that a rise in intracel- 

Fig. 4. lntracellular calcium B 
buffering blocks the effects 
of stimulation. (A) Effect on 
the rebound burst of re- 
ducing extracellular calci- 

- - 
u m  concentration from 
13.6 to 0.136 mM. Dashed . 7 n 
line indicates V ,  (-45 ' 
mV). (B) STG neurons 1 0 m V L  

showing an afterhyperpo- 2nA I S  

~arizati~n (ahp) 
by a calcium-dependent C 10 mln BAPTA 

potassium current. This 
ahp was evident 1 min af- 
ter penetration with a 
BAPTA electrode but was 
abolished after 10 min of 
BAPTA infusion. Dashed 
line indicates -40 mV. (C) 
Effect of intracellular 
BAPTA on the stimulation- , 
induced change in re- 
bound properties. Re- 
bound is compared 1 min 2d mv L 
after penetration, after 10 4nA 

min of BAPTA infusion, and 1 s 

after 1 hour of rhythmic hy- 
perpolarizing current pulses (-2 nA at 0.33 Hz) that elicited repetitive rebound bursts. To compare 
the slow wave of the rebound, we held the neuron at -65 mV (dashed line), so that the rebound was 
below the spike threshold. 

lular calcium concentration is necessary to 
produce the change in intrinsic properties. 

Recent theoretical work has noted that 
activity-dependent regulation of neuronal 
conductances provides a mechanism for 
maintaining stable properties in response to 
growth and to changing inputs as well as a 
mechanism for differentiating neurons ac- 
cording to the pattern of inputs they receive 
(16). In this model, the balance of inward 
and outward conductances de~ends  on the 
intracellular calcium concentration and 
thus on activitv. The model ~redicts that 
isolating neurons from their normal inputs 
or subjecting them to stimulation will 
change their intrinsic electrical properties. 
This prediction holds true for STG neurons 
isolated in ~rimarv cell culture. 

Many neurons maintain stable func- 
tional characteristics over the entire life- 
time of an organism, despite constant 
channel turnover, changes in size and 
shape, and changing inputs. Active regu- 
lation of intrinsic properties may be an 
important mechanism for achieving such 
stability. Our data suggest that neurons do 
not maintain a fixed balance of conduc- 
tances but rather that this balance is 
adjusted to maintain relatively constant 
patterns of activity. This in turn suggests 
that synaptic inputs are instrumental in 
shaping a neuron's intrinsic properties. 
The regulation described here acts to sta- 
bilize neuronal activity. In contrast, Heb- 
bian synaptic potentiation acts to modify 
activity and can be destabilizing (17). 
Together, these mechanisms provide a 
powerful tool for maintaining stability and 
flexibility in neural systems. 
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Synapsin I and synapsin II are neuron-specific phosphoproteins that have a role in the 
regulation of neurotransmitter release and in the formation of nerve terminals. After de- 
pletion of synapsin ll by antisense oligonucleotides, rat hippocampal neurons in culture 
were unable to consolidate their minor processes and did not elongate axons. These 
aberrant morphological changes were accompanied by an abnormal distribution of intra- 
cellular filamentous actin (F-actin). In addition, synapsin II suppression resulted in a 
selective decrease in the amounts of several synaptic vesicleassociated proteins. These 
data suggest that synapsin II participates in cytoskeletal organization during the early 
stages of nerve cell development. 

A s  hippocampal neurons grow in culture, 
the cvtoskeleton undergoes a seauential re- 
organization that begins with th i  spreading 
of a lamellipodial veil around the periphery 
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the veil consolidates to form an array of 
discrete minor neurites (stage 11). The tran- 
sition from stage I to stage I1 is associated 
with the establishment of a microtubule-rich 
domain within the shafts of the neurites and 
a restriction of the flattened actin-rich por- 
tion of the veil to the tips of the neurites, the 
site of the growth cone. Selective elonga- 
tion of one of those neurites to form the 
axon (stage 111) involves lengthening of 
the shaft while the growth cone is main- 

vesicles (4) and have been shown to in- 
teract with actin and other cytoskeletal 
elements in vitro (4-6). To examine the 
possibility that the synapsins might func- 
tion in the early stages of neuronal devel- 
opment, we suppressed the expression of 
synapsin I1 in hippocampal neurons. 

Synapsin I1 became readily detectable in 
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the cell bodies of untreated hippocampal neu- 
rons 4 hours after plating, a time that coin- 
cides with the initial neurite outgrowth stage 
(stage 11) (3). Twenty-four hours after plating, 
nearly all hippocampal neurons had extended 
several minor processes and a single axon 
(Fig. lA), and strong synapsin I1 staining was 
present in the cell body (Fig. 1B). Similar 
results were observed for synapsin I at this 
early stage of neuronal development (2). 

Two nonoverlapping antisense oligonucle- 
otides corresponding to rat synapsin I1 com- 
plementary DNA (cDNA) sequences from 
positions -13 to +10 (AS-RSII -13+10) 
and from positions -88 to -66 (AS-RSII 
-88-66) (7) reduced the amounts of syn- 
apsins IIa and IIb, the two isoforrns of syn- 
apsin 11, by about 75% after 24 hours of 
incubation (Table 1). On the other hand, 
sense oligonucleotides corresponding to the 
same rat synapsin I1 cDNA sequences, S-RSII 
- 13+ 10 (Table 1) and S-RSII -88-66, did 
not affect synapsin I1 amounts in comparison 
with untreated control cultures. 

When cultures were treated with S-RSII 
-13+10 (Fig. 1, C and D) or S-RSII 
-88 -66, the ability of hippocampal cells 

Fig. 1. Inhibition of neurite growth 
by synapsin I I  antisense oligonu- 
cleotides in cultured hippocam- 
pal neurons (20, 21). Control (A 
and B), sense-treated (C and D), 
and antisense-treated (E and F) 
hippocarnpal neurons were dou- 
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