
break down this symmetry and cause the 
optimal sex ratio to deviate from unity. 
The invariance of the product aM with 
respect to body size expresses the symmet- 
rically opposing allometric relationships of 
a (0.25 power) and M (-0.25 power) to 
body mass, their product being related to 
the 0.25 - 0.25 = 0 power of body mass, 
or 1 (constant). 

One may ask whether the ideas of sym- 
metry and invariance really add to under- 
standing, especially of such an issue as sex 
ratio, of which evolutionary biologists in- 
cluding Charnov have developed a pro- 
found understanding without the benefit of 
the symmetry/invariance concept. Charnov 
would argue that his approach helps to 
reorient one's thinking about life histories 
and leads one to both recognize and inquire 
about patterns that have previously escaped 
notice. Compelling support for this ratio- 
nale can be found in Charnov's own treat- 
ment of indeterminant erowth. Charnov " 
points out that life-history invariants de- 
scribed for fish more than 30 years ago by 
Beverton have not been pursued by theore- 
ticians, who have been more preoccupied 
with the things about ,life histories that 
change. Beverton characterized three in- 
variant, dimensionless numbers: the ratio of 
adult mortality to growth rate, the ratio of 
length at maturity to maximum length, and 
the negative exponential relating adult 
length to growth rate; Charnov adds to 
these another invariant related to the first 
two--the product olM. After characterizing 
these patterns empirically, Charnov pro- 
ceeds to develop simple optimization mod- 
els that predict the observed invariants, 
creating a plausible hypothesis for the caus- 
al relationships that control the evolution- 
ary diversification of life-history patterns 
amone fish. u 

Charnov's approach to understanding 
life-historv evolution is distinctive and con- 
sistent. He consciously ignores (i) genetics, 
by confining his models to the fitness con- 
sequences of continuous phenotypic traits; 
(ii) historical effects, by assuming evolu- 
tionary equilibrium; (iii) phylogeny, by as- 
suming that the traits of concern are re- 
sponsive to selective forces; and (iv) inter- 
nal physiological constraints, by assuming 
that optimization deals primarily with the 
allocation of time and resources among 
such competing demands as growth and 
reproduction. 

The fundamental life-historv relation- 
ships recognized by Charnov and his success 
in providing a theoretical rationale for 
them make Life History Invariants an impor- 
tant book. Charnov would. however, be 
the first to admit that much bf what he' has 
accomplished is only one hopeful step to- 
ward a goal still shrouded in the mists of 
ignorance. Even the impressive fit of Char- 

1 Vignettes: Genobiography 1 
Sure, George Washington was tall, he did have long hands and feet, he had a 
prominent nasal bridge and bad teeth, and he was infertile, but that's not nearly 
enough to prove conclusively that the man had a 47,XYY chromosome comple- 
ment. 

-Robert Marion, in W a s  George Washington Really the Father of Our Country? 
A Clinical Geneticist Looks at World History (Addison-Wesley) 

In writing the biography of great men and women, printing the DNA sequence of 
their genome would not be a good place to start. 

-Robert Cook-Degan, in The Gene Wars: Science, 
Politics, and the Human Genome (Norton) 

nov's theory to data may, in some cases, be 
misleading or lack generality. For example, 
Charnov explains the 0.25 power relation- 
ship of age at maturity to adult body mass in 
mammals as a direct outcome of the 0.75 
power scaling of net production to body 
mass, combined with optimizing the switch 
point between growth and reproduction. In 
this view, adult size is simply a consequence 
of the optimized age at maturity, after 
which net production is diverted from per- 
sonal growth and allocated to offspring pro- 
duction. Thus. adult size is not tareeted and " 
has no particular ecological consequence. 
In contrast. birds erow to a tareeted adult 
size long before acvhieving sexuai maturity. 
Birds also exhibit an approximately 0.25 
power relationship between age at sexual 
maturity and adult body mass. Thus Char- 
nov's theoretical development either does 
not provide a generalizable explanation for 
a pattern common to several groups of 
organisms or has produced a fortuitous ex- 
 lan nation for one of them. 

In other cases, there is as yet no theory. 
Charnov himself suggests that "it would 
often be easier to find invariants than to 
explain them." Such a case is the ratio of 
annual fecundity to adult mortality rate in 
birds (about 5), further implying invari- 
ance in prereproductive survival (about 
0.2), irrespective of the order-of-magni- 
tude variation in mortality, fecundity, and 
age at maturity among species. In his final 
chapter, Charnov suggests directions for 
future inquiry into such questions, focus- 
ing on the insights of symmetry and in- 
variance. After reading this book, it 
seemed to me that progress also will de- 
pend on developing a deeper understand- 
ine of the functional architecture of the - 
organism and of its relationship to the 
environment. Only in this way will the 
empirical inspiration for theory adequately 
reflect the richness and complexity of life- 

history phenomena. And as Charnov 
rightly and thoughtfully points out, things 
that don't change are often as interesting 
as those that do. 

Robert E. Ricklefs 
Department of  Biology, 

University of Pennsylvania, 
Philadelphia, P A  1 9 104-60 18, U S A  

The Next Nets 

The Neurobiology of Neural Networks. 
DANIEL GARDNER, Ed. MIT Press, Cam- 
bridge, MA, 1993. xiv, 227 pp., illus. $45 or 
£40.50. Computational Neuroscience. 

Attempts to investigate the workings of the 
nervous system by computer simulation be- 
gan with the pioneering work of Edwards 
and Minsky in the 1950s and now range 
from biologically detailed, conductance- 
based, in silico model neurons to abstract 
algorithmic approaches. Neural networks 
(distributed networks of simplified neuron- 
like elements) lie in the middle of this 
continuum. They have become popular ow- 
ing to their remarkable ability, after train- 
ing, to replicate many aspects of nervous 
system functioning. 

The relevance of artificial neural net- 
works to biology has nonetheless been ques- 
tioned. This resistance may stem in part 
from the unfortunate naming of this mod- 
eling approach: co-opting a neurobiological 
term (and thus implying neurobiological 
verisimilitude) invites criticism. Three more 
substantive objections have been raised to 
the supposedly nonbiological properties of 
these networks. First, one widely used train- 
ing method, back propagation, requires ret- 
rograde passing of an error signal from 
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postsynaptic to presynaptic elements, which 
until recently has not been considered a 
property of most neurobiological networks. 
Second, these networks generally have ex- 
hibited an exclusively feed-forward connec- 
tivity pattern rather than the recurrent pat- 
terns that characterize most biological neural 
networks. Third, the neuron-like elements 
that make up artificial neural networks lack 
the voltage- and time-dependent conduc- 
tances that endow real neurons with active 
and long duration responses (for example, 
post-inhibitory rebound) to input. This vol- 
ume, written by neurobiologists who employ 
neural-network models, attempts to demon- 
strate the usefulness of neural-network ap- 
proaches to understanding real neural net- 
works and to encourage biologists to partic- 
ipate in the design of the next generation- 
the third generation--of artificial neural 
networks. 

In two introductory chapters Gardner and 
Stevens discuss the limitations of earlier gen- 
erations of neural networks and define the 
changes in individual element design and 
network architecture that must be made if the 
third generation is to be more biologically 
verisimilar. Gardner then addresses the issue 
of retrograde determination of synaptic 
strength by summarizing his studies of synap- 
tic strength in a small biological neural net- 
work in the sea slug Aplysia. An advantage of 
this system is that it contains both multiple 
presynaptic neurons that each contact the 
same postsynaptic neuron and multiple 
postsynaptic neurons that each are contacted 
by the same presynaptic neuron. He finds that 
synaptic inputs received by a single postsyn- 
aptic neuron have similar synaptic strengths, 
quantal release parameters, and time con- 
stants, whereas synaptic outputs from a single 
presynaptic neuron to different postsynaptic 
neurons do not. These data, particularly those 
regarding quantal release, strongly suggest 
that the postsynaptic neuron helps determine 
synaptic strength and that retrograde informa- 
tion flow occurs in this system. 

Modification of synaptic efficacy is exam- 
ined by Baxter and Byme in a concise sum- 
mary of the mathematical and biological pro- 
cesses that underlie learning. This chapter is 
particularly useful because it matches mathe- 
matical learning rules to specific types of 
learning (for example, nonassociative, asso- 
ciative, Hebbian), thus providing a bridge 
between modeling and biology. Taken to- 
gether, the chapters by Gardner and by Baxter 
and Byme strongly support the idea that 
retrograde transfer, and hence possibly some 
type of back-propagation mechanism, occurs 
not only in artificial neural networks but also 
in many forms of biological learning. 

The second objection (regarding feed-for- 
ward connectivity) is motivated both by the 
recurrent anatomy of biological networks and 
by the time-varying nature of biological sen- 

sory inputs and motor outputs. Simple feed- 
forward networks are generally incapable of 
such dynamic activity. A particular strength 
of recurrent networks, however, is their abil- 
ity to interpret and generate dynamic pat- 
terns, and Fetz reports on recent investiga- 
tions into recurrent artificial neural networks. 
Included are descriotions of recurrent net- 
works capable of generating oscillations, per- 
forming step-tracking tasks, retaining short- 
term memory, and integration and dlfferenti- 
ation. This wide-ranging chapter demon- 
strates both the development of training 
algorithms appropriate for this class of neural 
networks, and the additional power that re- 
current architecture adds to networks. 

A chapter by Lockery and Sejnowski on 
reflex bending in the leech and another by 
Chiel and Beer on hexapod locomotion ad- 
dress the third objection (regarding oversim- 
plified neurons). Lockery and Sejnowski used 
experimental data to set their neuronal and 
synaptic time constants; back propagation was 
then used to train the network. Their work 
shows that more realistic neurons can be 
successfully integrated into neural networks 
and strongly suggests that the biological neu- 
ral network underlying leech reflexive bend- 
ing is distributed-that is, that all or most of 
this network's neurons are active during bends 
in any direction. Chiel and Beer used endog- 
enously active pacemaker model neurons to 
build a central-pattern-generator network for 
their hexapod organism and then added to 
this network biologically based motor neurons 
and sensory input. In this system the relative 
importance of the central pacemaker and 
sensory input in controlling locomotion was 
found to depend on walking speed, an obser- 
vation that may be relevant to the ongoing 
controversy concerning the relative impor- 
tance of the center and the periphery in the 
biological generation of rhythmic motor pat- 
tern. These two contributions are compelling 
examples of how integration of biological data 
and neuronal-network modeling can generate' 
insights applicable to both fields. 

Nonetheless, it is on this third objection 
that artificial neural networks still fail, be- 
cause in these two cases the more biologically 
realistic elements were constructed bv hand, 
not trained into the network. Until training 
rules are develo~ed that allow minimization of 
network error by adjustment of active neu- 
ronal properties as well as of synaptic weights, 
the full usefulness of neural networks, both as 
illuminators of biological processes and as 
information processors in their own right, will 
remain unrealized. Far from ' constituting a 
criticism of this volume, however, this obser- 
vation highlights its central theme-that by 
recognizing and incorporating biological pro- 
cesses that are not captured by the current 
generation of neural networks, biologists and 
modelers together can ultimately produce a 
generation of networks as rich and powerful as 

their biological counterparts. I recommend 
this well-written and well-illustrated book to 
bioloeists interested in neural networks. neu- - 
ral networkers interested in biology, and any- 
one curious about the offspring of this dispar- 
ate union. 

Scott L. Hooper 
Neurobiology Program, 

Ohio University, 
Athens, OH 45701, USA 
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