
bic symmetry by the occluded template. 
After 408 hours, only sodalite (lines at 
-116.2 and -117.0 ppm) remains. 

Figure 2B shows solution 19Si NMR 
spectra of the mother liquor at different 
reaction times. The 19Si spectrum measured 
with proton decoupling detects only the 
unreacted silica. However, when no decou- 
pling is used, lines from 5-coordinate Si 
(-104.3 -+ 0.4 and -105.3 -+ 0.3 ppm) 
become amarent. Thev are not observed 

A A 

under decoupling because of the negative 
nuclear Overhauser effect of 19Si (1 6). The 
intensity of the - 105.3-ppm line decreases 
in the course of the reaction while the 
intensity of the - 104.3-ppm line remains 
constant, so that their intensity ratio 
changes from 1 : 3.5 to 1 : 1. Silicoglycolate, 
responsible for the dwindling line, is there- 
fore an intermediate in the synthesis, and 
we observe a gradual disappearance of 5-co- 
ordinate Si. The unchanging line at 
- 104.3 ppm is probably due to some 5-co- 
ordinate by-product. Because no other 29Si 
line is found either in the mother liquor or 
in the solid product, -coordinate Si is 
clearly a reaction intermediate. 

To prove that Na-Siv is indeed an in- 
termediate, we successfully prepared several 
silicates from crvstalline Na-Siv as a start- 
ing material. Purely siliceous sodalite was 
obtained at 190°C from a gel with a com- 
position of Na-Siv:0.3 TBABr:6 H20:40 
(CH20H),. When no water was present, 
the product was amorphous. Although the 
role of water is not completely clear, its 
presence is essential to break up the 5-co- 
ordinate silicate. 

Conventional aluminosilicate sodalite 
was synthesized with Catapal B alumina 
(70% A1203) (Vista Chemical Company, 
Houston, Texas) as the source of alumi- 
num. The molar composition of the gel was 
Na-SiV:A1203:40 (CH20H)2:0.3 TPABr. 
The synthetic procedure was the same as 
above except that H,O came from Catapal 
B alumina, which contains 30% water. 

The molecular sieve silicalite can be 
prepared from Na-Siv in the absence of 
ethylene glycol and only water as solvent, 
from a gel with a molar composition of 
Na-Siv:40 H20:0.3 TPABr. Silicoglycolate 
and then TPABr were stirred in water for 
10 min, and then the mixture was heated in 
an autoclave under autogeneous pressure for 
3 days. At temperatures between 200" and 
240°C, the product was pure a quartz; at 
180°C, it was silicalite with a small amount 
(3% by weight) of a quartz; and at 170°C, 
it was pure and highly crystalline silicalite. 
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Recent Changes in Atmospheric Carbon Monoxide 

Paul C. Novelli,* Ken A. Masarie, Pieter. P. Tans, 
Patricia M. Lang 

Measurements of carbon monoxide (CO) in air samples collected from 27 locations be- 
tween 71 ON and 41 "S show that atmospheric levels of this gas have decreased worldwide 
over the past 2 to 5 years. During this period, CO decreased at nearly a constant rate in 
the high northern latitudes. In contrast, in the tropics an abrupt decrease occurred be- 
ginning at the end of 1991. In the Northern Hemisphere, CO decreased at a spatially and 
temporally averaged rate of 7.3 (k0.9) parts per billion per year (6.1 percent per year) from 
June 1990 to June 1993, whereas in the Southern Hemisphere, CO decreased 4.2 (k0.5) 
parts per billion per year (7.0 percent per year). This recent change is opposite a long-term 
tr,end of a 1 to 2 percent per year increase inferred from measurements made in the 
Northern Hemisphere during the past 30 years. 

T h e  oxidative chemistry of the tropo- 
sphere is strongly influenced by levels of 
CO (1, 21. Reaction with the hydroxyl 
radical (OH) is the primary sink for many 
gases emitted into the atmosphere, includ- 
ing CO, methane, and the replacements for 
the chlorofluorocarbons. The largest loss of 
OH is attributable to the reaction between 
CO and OH, which is controlled, in part, 
by CO concentration. Mixing ratios for CO 
in the troposphere have been reported by a 
number of laboratories over the past 25 
years (3 ) ,  and despite continuing uncer- 
tainties regarding absolute accuracies and 
calibrations, the qualitative distributions of 
CO are known. The mixing ratios in the 
background troposphere range from about 
45 to 250 parts per billion (ppb). Levels 
decrease from north to south, are greatest in 
the late winter and early spring, and de- 
crease during the summer. There is also 

P. C. Novelli and K. A. Masarie, Cooperative Institute 
for Research in Environmental Sc~ences. Universitv of 

significant interannual variation in its sea- 
sonal cycle, and short-term increases and 
decreases in CO levels have been observed 
(4-6). \ .  , 

Less well defined are long-term changes 
in atmos~heric CO levels. Comoarison of 
spectroscopic measurements made in 1950- 
1951 to measurements made in the ,1980s 
suggest that CO levels in the Northern 
Hemisphere (NH) increased at an average 
rate of - 1% per year over that period (5) .  
In the Southern Hemisphere (SH) , contin- 
uous measurements made from 1979 to 
1987 at Cape Point, South Africa, show no 
significant trend (6). Grab samples of air 
collected during the 19802 from six loca- 
tions worldwide indicate a Pl% per year 
increase (7); however, more receat data 
from these stations suggest a possible de- 
crease in CO (8). The CO growth rates. ~, " 

like mixing ratios, surely vary with time and 
location; thus, global trends may be difficult 
to determine on the basis of measurements 
from a few isolated sites. Here we discuss 

Colorado, Boulder, CO 803094449, USA. recent changes in tropospheric CO. mea- 
P. P. Tans and P. M. Lang, Climate Monitoring and 
Diagnostics Laboratory, Environmental Research Lab- at 27 globally distributed 
oratory, National Oceanic and Atmospheric Adminis- sites in the marine boundary layer (MBL) 
tration, 325 Broadway, Boulder, CO 80303, USA. between June 1990 and June 1993. 
*To whom correspondence should be addressed. Air samples were collected weekly at 10 
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tixed locations between 71°N and 41"s and 
about once every 3 weeks from a ship at 17 
latitudes from 45"N to 35"s in the Pacific 
Ocean (9) (Fig. 1). The samples were shipped 
to Boulder, Colorado, and within 1 to 6 
weeks of collection were analyzed for CO by 
gas chromatography followed by mercuric ox- 
ide reduction. All measurements were refer- 
enced to the Climate Monitoring and Diag- 
nostics Laboratory (CMDL) CO reference 
scale (1 0); mixing ratios are reported in parts 
per billion by mole fraction. Evaluation of 
standard stabilities, instrument response char- 
acteristics. and calibration ~rocedures used in 
this study have been presented in detail else- 
where (11). 

  he' trend and seasonal cycle of CO at 
each site was approximated by fitting a 
polynomial function and four harmonics to 
the data (Fig. 2) 

where np is the number of polynomial 
terms, t is the time in years, and a, are 
defined by the fit. Average seasonal varia- 
tion is represented by the harmonics, and 
the trend is determined from the polynomi- 
al. The residuals (the difference between 
the curve and the measured values) were 
smoothed with a fast Fourier transform al- 
gorithm and two different low-pass filters. 
One filter ca~tured variations from the sea- 
sonal cycle, ind the other described varia- 
tions only in the long-term trend. The final 
fit+onsisting of the sum of the polynom- 
ials, the harmonics, and the filtered resid- 
uals (12)-represented background CO 
mixing ratios for each site. The trend con- 
sisted of the polynomial terms and residuals 
filtered by the second low-pass filter. The 
27 time series were spatially averaged over 
the period of June 1990 to June 1993 with a 
meridional curve fit to each 2-week interval 
(1 3) (Fig. 3) or with a simple triangulation 
approach (1 4). 

The smoothed data show (i) there was 
strong seasonal cycle of CO in the NH, (ii) 
CO mixing ratios ranged from about 230 
ppb in the northern winter to 45 ppb in the 
southern summer, and (iii) the latitudinal 
gradient changed seasonally. We used the 
spatially smoothed CO values to calculate 
averaee CO time series for latitude bins - 
representing equal segments of the Earth's 
surface: the four semihemisoheres. the two 
hemispheres, and a global average. The 
average rate of change over the time series 
was taken as a2t from Eq. 1. Errors were 
estimated with bootstrap techniques (1 5, 
16) by randomly picking sites (with resti- 
tution) from the 27 sites. There was no 
significant difference between rates deter- 

Fig. 1. Locations of sample collection. Sites first sampled in 1988 are represented by (V), in 1989 
by (W), in 1990 by (O), and in 1991 by (A). The Pacific cruise sites were located at intervals of 5" 
and were collected aboard the M.V. Wellington Star. The northward and southward cruise tracks are 
connected by straight lines. 

mined by the two different smoothing 
routines. 

The data show that atmospheric CO 
levels have decreased over the past few 
years. The rate of change for the 27 sites 
ranged from -7.8 ppb of CO per year to 
- 1.5 ppb per year. Levels decreased in all 
seasons of the year. Measurements made at 
four sites with altitudes greater than 2500 
m, which were not used in the global 
averages, exhibited rates of CO decrease 
similar to those in the MBL (17). We 
determined trends (Fig. 4) using the zonally 
averaged mixing ratios presented in Fig. 3. 
Between June 1990 and June 1993, the 
globally averaged level of CO decreased 5.9 
(20.55) ppb The global average 
CO mixing ratio was 93 ppb in 1991 and 87 
ppb in 1992. Whereas CO levels decreased 
most in the high NH (30" to 90°N, 7.7 + 
1.2 ppb and least in the low SH (0' 
to 30°S, 3.7 2 0.3 ppb the rates of 
change relative to the average mixing ratios 
of the respective semihemispheres were the 
same (-5.6% The rate of CO 
decrease in the NH (7.3 + 0.92 ppb 

was about 75% greater than that in 
the SH (4.2 + 0.47 ppb but again, 
the relative rate of change was quite similar 
(-6.1 + 0.8% per year in the NH, -6.9 2 
0.7% per year in the SH). The greatest 
rates of CO decrease were observed from 
the end of 1991 through 1993 at all lati- 
tudes, particularly in the tropics. 

The global CO budget is dominated by 
four sources: fossil fuel combustion and 
industrial emissions, biomass burning, oxi- 

dation of CH4, and oxidation of non- 
methane hydrocarbons (NMHC) . Each 
term has an estimated source strength be- 
tween 400 and 1000 Tg (1 Tg = 1012 g) of 
CO per year. Reaction with OH (CO + 
OH + CO, + H) accounts for 90 to 95% 
of the sink (1, 18). An increasing trend in 
atmospheric CO results from an excess of 
the sources relative to sinks, whereas a 
negative growth rate results from an excess 
of sinks over sources. In consideration of 
the earlier evidence for a long-term increase 
in atmospheric CO levels, our data imply 
that the balance of sources and sinks has 
recently changed. To estimate the effect of 
changing CO sources and sinks on atmo- 
spheric mixing ratios, we describe the 
steady-state CO level as 

where brackets represent concentration, the 
subscript H indicates the hemisphere, S ,  is 
the rate of CO emission from sourcgi, and 
KoHICO] is the loss rate of CO by reaction 
with OH. We assume a steady state over 1 
year or more (much longer than the CO 
lifetime, which is about 2 months), which 
implies that [CO], = ZS,/KoH. We take 
the differential of this and rearrange to give 

Oxidation of CO by reaction with OH is 
the single largest term in the CO budget. 
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Fig. 2. The CO time series from (A) Barrow, 
Alaska; (B) Cape Kumukahi, Hawaii; (C) Ascen- 
sion Island; and (D) Cape Grim, Tasmania. The 
trend (dashed line) and smoothed curve (solid 
line) were calculated with Eq. 1. 

Prinn et al. (19) used a 12-year record of 
methylchloroform measurements to calcu- 
late global OH distributions and a globally 
averaged rate of change of f1 .0  2 0.8% 
per year. Using Eq. 3 with dZS,/ZS, = 0, 
[CO],, = 120 ppb, [CO],, = 60 ppb, and 
d[OH]I[OH] = + 1.0 2 0.8% per year, we 
predict that increased oxidation can ac- 
count for C O  decreases at rates ranging 
from 1.2 + 1.0 ppb in the NH to 0.6 
2 0.5 ppb in the SH. 

The oxidation of methane through reac- 
tion with OH accounts for 20 to 30% of 
the total global CO source and can be de- 
scribed as ScH4 = 0.9 kcH4[CH4][0H], 
where the yield of CO from CH4 oxidation is 
90%. Relative changes in this CO source are 
described by dSCH4/SCH4 = d[CH4]I[CH4] 
+ d[OH]I[OH]. Again we assume that [OH] 
increased 1.0 + 0.8% per year, [CH4] in- 
creased 0.5% per year, methane oxidation 
comprised 23% of the total CO source in the 
NH and 44% in the SH, and average hemi- 
spheric CO concentrations are as given 
above. We estimate that increased methane 
oxidation can account for CO rising about 
equally in both hemispheres at 0.4 5 0.2 ppb 
year-'. 

Before the United States and the Euro- 
pean Economic Community severely tight- 
ened pollution controls in the mid-1970s 
and early 1980s, respectively, emissions of 
C O  from transportation sources in Europe 
and North America accounted for slightly 
more than 50% of the total C O  from fossil 
fuel use (1). Bakwin et al. (20) modeled 
changes in tropospheric C O  levels resulting 
from improved emission controls. They pre- 
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Fig. 3. Three-dimensional representation of the 
global distribution of atmospheric CO generat- 
ed with Eq. 1 and meridional smoothing. Data 
from 27 sites in the MBLwere used. Global data 
begins June 1990, although some sites were 
sampled earlier. Grid spacing is 14 days by 10" 
latitude. The distribution assumes no longitudi- 
nal variations; however, data from different lon- 
gitudes were averaged when more than one 
site in a latitudinal band was represented. 

dicted an average decrease of 0.9 (k0.5) 
ppb year-' in the NH over the period of 
1976 to 1990. 

The net effect of these changes in sourc- 
es and sinks is a predicted decrease in 
atmospheric C O  levels at rates of 1.7 + 1.3 
ppb year-' in the NH and 0.2 2 0.3 ppb 

in the SH. Even considering the 
large uncertainties, these rates are much 
smaller than those observed. We may have 
underestimated changes in C O  production 
fr6m fossil fuel combustion, particularly as 
emissions from the former Soviet Union 
have decreased recently because of econom- 
ic contraction. However, it is highly un- 
likely that the decrease in atmospheric C O  
can be explained completely by changes in 
fossil fuel. Using Eq. 3 with d[CO]/[CO] = 
-6.5% per year; S, = 20% (fossil fuel 
contribution to the total global source), 
and d[OH]I[OH] = 0, we find that C O  from 
fossil fuel combustion must have decreased 
by an implausible 30% per year. 

It is also possible that OH has increased 
more than 1 to 2% per year over the past 2 
years. The eruption of Mount Pinatubo in 
June 1991 may be responsible for a recent 
decrease of stratospheric O3 levels (2 1), 
which could result in greater ultraviolet 
(UV) radiation reaching the troposphere. If 
UV radiation increased, we would expect 
an increase in the photolysis of tropospheric 
O3 and an increase in OH levels (22). In 
the background atmosphere, increasing OH 
levels could lead to even greater decreases 
in C O  levels because of a positive feedback 
between increasing OH and decreasing 
CO. Our data show that the greatest rate of 
CO decrease began in late 1991 and early 
1992, the timing of which corresponds to 
the Pinatubo eruption. The rate of CO 
decrease relative to the average mixing 
ratio is similar in both hemispheres, sug- 
gesting that the decline in CO may be 

1991 1992 1993 

Fig. 4. The CO change from 1990 to 1993. (A) 
High NH (30" to 9OoN), (B) low NH (0" to 3OoN), 
(C) low SH (0" to 3OoS), and (D) global average. 
The dashed lines represent 1u confidence in- 
tervals. 

proportional to its mixing ratio. However, 
there was not a dramatic decrease in sum- 
mer C O  levels in 1992 or 1993 as would be 
expected if C O  oxidation increased with 
greater UV radiation. 

Two additional sources of C O  must also 
be considered: biomass burning and the 
oxidation of naturally emitted NMHCs. 
Each contributes about 25% to the global 
CCT source. Possible changes in emissions of - 
carbon gases from these processes are uncer- 
tain (23). However, emissions of CO from 
biomass burning affect CO distribution in 
the tropics, and this source is highly vari- 
able from year to year (24). Interannual 
variations of CO at low latitudes may be 
caused in part by variations in biomass 
burning. 

The decrease in atmospheric C O  is most 
likely attributable to a combination of 
changes in sources and sinks. Further mea- 
surements will confirm if this downward 
trend continues. If so, it will signify an 
important change in tropospheric oxidation 
processes. Independent of future trends, 
these recent changes are significant because 
they have at least temporarily lowered the 
global background level of GQ. 
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Sound Velocities in Dense Hydrogen 
and the Interior of Jupiter 

Thomas S. Duffy, Willem L. Vos,* Chang-sheng Zha, 
Russell J. Hemley, Ho-kwang Mao 

Sound velocities in fluid and crystalline hydrogen were measured under pressure to 24 
gigapascals by Brillouin spectroscopy in the diamond anvil cell. The results provide con- 
straints on the intermolecular interactions of dense hydrogen and are used to canstruct an 
intermolecular potential consistent with all available data. Fluid perturbation theory cal- 
culations with the potential indicate that sound velocities in hydrogen at conditions of the 
molecular layer of the Jovian planets are 'lower than previously believed. Jovian models 
consistent with the present results remain discrepant with recent free oscillation spectra 
of the planet by 15 percent. The effect of changing interiortemperatures, the metallic phase 
transition depth, and the fraction of high atomic number material on Jovian oscillation 
frequencies is also investigated with the Brillouin equation of state. The present data place 
strong constraints on sound velocities in the Jovian molecular layer and provide an 
improved basis for interpreting possible Jovian oscillations. 

T h e  behavior of hydrogen at high pressure 
is central to a number of fundamental prob- 
lems in condensed matter and ~lanetarv 
science (I) .  Measurements of the sound 
vel*ocity of high-density hydrogen provide 
critical information on the elastic anisot- 
ropy, equation of state (EOS), and other 
thermodynamic properties of this material. 
This information is particularly important 
for the construction of accurate models for 
the interior structure of the giant planets 
(2). Uncertainty in the EOS of hydrogen is 
the source of the largest uncertainty in 
current Jovian models (3). Recently, the 
first successful observations of global free 
oscillations of Jupiter have been reported 
(4). Such measurements could provide a 
wealth of new information about the Jovian 
planets, much as helioseismology has revo- 
lutionized understanding of the solar inte- 
rior. Current interpretations of Jovian os- 
cillation spectra suggest a need for major 
revisions of interior models (5). Free oscil- 
lation spectra are sensitive to sound veloc- 
ities that are directly connected to the EOS 
in the planet's interior. Thus, measurement 
of sound velocities in dense hydrogen can 
~rovide more direct constraints on the seis- 
mic structure of the molecular region of the 
planet. 

We have developed a technique for in 
situ measurements of the elasticity of hydro- 

Geophysical Laboratory and Center for High-Pressure 
Research, Carnegie Institution of Washington, 5251 
Broad Branch ~ o a d ,  NW, Washington, DC 26015, USA. 

*Present address: van der Waals-Zeeman Laborato- 
rium, Universiteit van Amsterdam, 1018 XE Amster- 
dam, The Netherlands. 

gen and similar materials to very high pres- 
sures in a diamond anvil cell. We combine 
acoustic velocities measured by Brillouin 
scattering with the orientation and number 
of crystals determined by synchrotron x-ray 
diffraction. Brillouin scattering uses the fre- 
quency shift of laser light scattered by ther- 
mally generated sound waves to determine 
acoustic velocities (6). In this study, we 
have overcome a number of restrictions 
imposed by the diamond cell on the use of 
Brillouin scattering at high pressure (7). 
Previously, there have been trade-offs be- 
tween maximum pressure, number of crys- 
tallographic orientations probed, and the 
ability to separate the acoustic velocity 
from the refractive index. A com~lete'de- 
termination of the elastic properties of an- 
isotropic crystals requires the use of multi- 
ple scattering geometries, measurements in 
many crystallographic directions, and care- 
ful characterization of the crystals. The 
latter is a particular problem for materials 
that are eases at ambient Dressure and - 
whose orientation cannot be controlled 
when solidified at high pressure in_ the 
diamond cell. 

The development of single-crystal x-ray 
diffraction using synchrotron radiation for 
low atomic number materials has led to 
significant advances in the understanding of 
hydrogen and other molecular solids (8, 9). 
Synchrotron x-ray diffraction measure- 
ments on H, (8, 10, 11) tightly constrain 
the EOS between 5.4 and 42 GPa at room 
temperature. This EOS is consistent with 
data obtained by other methods (12). In 
this study, we use a pair potential model 
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