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MortalityRatesinaGeneticallyHeterogeneous resol~~onofthkargumentisimportantbe- 

Population of Caenorhabditis elegans cause Gompertzian kinetics have become al- 
most synonymous with "true aging" (4) and 

Anne Brooks, Gordon J. Lithgow, Thomas E. Johnson* 
Age-specific mortality rates in isogenic populations of the nematode Caenorhabditis ele- 
gans increase exponentially throughout life. In genetically heterogeneous populations, 
age-specific mortality increases exponentially until about 17 days and then remains con- 
stant until the last death occurs at about 60 days. This period of constant age-specific 
mortality results from genetic heterogeneity. Subpopulations differ in mean life-span, but 
they all exhibit near exponential, albeit different, rates of increase in age-specific mortality. 
Thus, much of the observed heterogeneity in mortality rates later in life could result from 
genetic heterogeneity and not from an inherent effect of aging. 

H u m a n  mortality rates show a profound 
relation with chronological age in that mor- 
tality increases exponentially with chrono- 
logical age from 25 to 30 years of age onward 
(I). Benjamin Gompertz (1825) was the first 
to recognize this dependency of mortality 
rate on chronological age and expressed it 
mathematically by the equation (I, 2) 

where m(t) is the mortality rate at time t ,  A 
is the mortality rate at reproductive matu- 
rity, and a is the Gompertz exponent, 
which describes the rate of acceleration of 
age-specific mortality with chronological 
age. The exact shape of the function de- 
scribing mortality rates in humans has im- 
plications for predictions of demographic 
trends (3). 

Age-specific mortality rates also increase 
exponentially with chronological age in a 
variety of other mammals (2, 4) and inverte- 
brates (4). Mortality rate is an exponential 
function of chronological age in Cmhabdi- 
tis elegans (5, 6), and the rate of increase of 
mortality is genetically specified in recombi- 
nant-inbred (N) strains (5, 7). Age-I mutant 
strains also have lower rates of increase of 
age-specific mortality than wild-type strains 
(6). 

studies (8, 9) have reported that in two insect 
species-medflies (Ceratitis capitata) and the 
fruit fly (Dosophila melanogaster)-mortality 
rates are not an exponential function of chro- 
nological age. In these studies, age-specific 
mortality rose exponentially for a short period 
after the emergence of the adult imago but 
then remained near a high constant level 
(about 10% mortality per day), or in some 
cases actually decreased, through the remain- 
der of life. Both studies examined large pop- 
ulations of individuals (up to 1 million med- 
flies), and both argued that exponential in- 
creases in mortality in other species are simply 
an artifact of small population sizes. The 

Fig. 1. Age-specific mortality rates (2 SEM) of 
mass cultures of nematodes. A mass culture of 
TJ1060 [spe-9(hc88)fer-l5(b26)] was estab- 
lished as described (12). We assessed the 
mean mortality rate by taking eight subpopula- 
tions of approximately 25 worms at each age 
and monitoring daily mortality over a 3-day peri- 
od in this smaller population, which was main- 
tained under identical conditions as the mass 
culture, except for nematode density. Symbols: 
(e) age-specific mortality first day after subcul- 
ture, (H) age-specific mortality second day after 
subculture, and (A) age-specific mortality third 
day after subculture. Regressions were per- 

because evolutionary models of aging assume a 
positive relation [not necessarily exponential 
(1 O) ]  between chronological age and mortal- 
ity rate (I I). 

We report here that the exponential in- 
crease in mortality rate that has been consis- 
tently observed in C. elegans is not an artifact 
of small population size. We ,examined mor- 
tality kinetics in C. elegans in two ways. First, 
we assayed survival in 180,000 individuals of a 
single genotype. To do this, we used a sam- 
pling procedure in which a small fraction of 
the population was analyzed for mortality on 
each day of life. Second, we analyzed the 
survival of 1625 hermaphrodites of 79 distinct 
genotypes that were heterogeneous for mean 
life-span. These results corroborate our earlier 
studies. in which mortalitv rates increased 
exponentially throughout life in small isogen- 
ic populations (5, 6). These analyses also 
suggest that age-specific mortality rates in 
genetically heterogeneous populations appear 
biphasic because they are comprised of sub- 
populations, each with differing mortality ki- 
netics. Once the subpopulations with the 
faster rate of increase of mortality have ex- 
pired, the age-specific' mortality rate of the 
overall population will appear to decelerate, 
or even decrease, because the only individuals 

. , 
contrast to these observations, recent formed on mortality for each day of subculture; -1.5 J 

the slopes of these regression lines were not r l i 1 1 1 1 1  

4 6 8 10 12 14 16 18 20 
A. Brooks and T. E. Johnson, Institute for Behavioral Significantly different (P = 0.38) nor were the 
Genetics and Department of Psychology, University of intercepts (P = 0.25) by analysis of variance. Age (days) 

Colorado, Boulder, CO 80309. The mortality rate of the last 824 nematodes (V) from the starting popula'tion of approximately 
G. J. Lithgow, Institute for Behavioral Genetics, Uni- 180,000 is plotted beginning at 15 days of age. The line shown is the least squares regression 
versity of Colorado, Boulder, CO 80309. (rt95% confidence interval) of mean daily mortality on age [log (hazard rate) = -1.616 .+ 0.092 
*To whom correspondence should be addressed. age, r2 = 0.7891. 
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still living are from subpopulations with lower 
age-specific mortality rates. 

One large isogenic population (TJ1060) 
was analvzed to see if the mortalitv rates of 
this genotype in mass culture were similar to 
those previously reported (6). Methods for the 

Table 1. Mean life-spans and variances for 
each quartile (combined data from replicates 1 
and 2). 

Mean Vari- Coefficient Q:4 life-span n ance of vari- 
(days) (days) ation (%) 

Total 23.01 1625 82.12 39.38 
1 14.98 317 19.48 29.46 
2 19.69 392 26.80 26.29 
3 23.67 443 41.02 27.06 
4 30.54 473 99.29 33.63 

cultivation of mass cultures of aged C. ekgans 
(12) were used to establish age-synchronous 
cultures of 180,000 nematodes. Mortality was 
estimated by withdrawing eight samples of 25 
nematodes at each time point and assessing 
daily mortality rates on this subsample over a 
3-day period. The increase in mortality rate 
with chronological age was essentially expo- 
nential (Fig. 1) and was independent of the 
length of time that the subsample had been 
maintained. Even at older ages, mortality 
rates continued to increase, although the rate 
of increase may no longer be exponential. 
There was little or no evidence of a long 
period at the end of life where the mortality 
rate was not a function of chronological age. 
The last 824 nematodes still alive, represent- 
ing about 0.4% of the starting population, 
were also subcultured at 15 days of age and all 
were followed until dead (Fig. 1). All of these 

Fig. 2. Survival curve (A, C, loo 
and E) and age-specific - A 

mortality rate (B, D, and F) 3 
for the pooled RI strains. We $ 
obtained data either by pool- 
ing both replicate plates (A 5 
and B) of all the RI strains or J, 
by examining each replicate 
separately (Replicate 1, C o 20 40 60 
and D; replicate 2, E and F). 
Out of a starting population 
of 2755 nematodes, 1625 lI:k died a senescent death and 
are included in the analysis. 
Survival analysis was per- a 
formed, and the age-specif- .E 
ic mortality rate was calcu- 5 e 0 lated for I-, 2-, 3-, and 4-day u 
periods throu~hout life and 0 20 40 60 
estimated with the minimum - loo 
interval in which a nonzero 5 
mortality value was ob- g 
served. All statistical analy- '5 
ses were performed with 'g 50 
SPSS/PC 4.0 (16). 

e 0 
L 

0 20 40 60 

Age (days) 

Table 2. Weighted, age-specific mortality data for combined RI strains for each quartile. 

Initial Mortality 
Weighted Gompertz parametersi 

Quar- Life-span mortality 
rate rate 

(days; 
tile mean -1- SEM) (probability d ~ ~ ~ ~ g  

A, + SEMt a 2 SEM of death 
per day) (days) 

*Mortality rate was weighted by the number of animals dying within any time period, given here as the log of the 
probability of death per day, ?Value is the mortality rate on day 3--typically the first day of reproductive 
maturity. $Calculated from the equation t  ,,, = (log0.5)/-a, where t o ,  is the mortality rate doubling time and 
a is the component describing the rate of acceleration of the age-spec~fic mortality rate (2). §Values with 
different superscripts are significantly different (P < 0.05), as calculated with Duncan's multiple range test. 

animals were dead by 19 days of age, and the 
mortality rate of these "oldest old" increased 
until the end; mortality was 80% (44 dead of 
55 total) at 17 days of age and 91% (10 dead 
of 11 total) at 18 days of age. 

Recombinant-inbred strains have been de- 
veloped by crossing the N2 and Bergerac 
wild-type strains of C. elegans. These RIs 
display large amounts of genetic Gariation for 
length of life (5, 13, 14). As part of a 
comprehensive examination of quantitative 
trait loci speclfylng life-history traits (15), we 
collected survival data on 79 distinct Ms. 
Duplicate assessments of survival, each con- 
taining 15 hermaphrodites, were collected 
simultaneously on all 79 RI strains. These 
replicates were assayed independently and 
showed a replicability of 0.87 (P < 0.001) 
between means (15). When the survival data . , 

from these RIs were assessed, we found kinet- 
ics similar to those observed in the medfly (8) 
and in Drosophila (9). The survival curve had 
a long tail (Fig. ZA), and mortality rates 
approached 5% daily mortality by 17 days of 
age and remained at that level for several 
weeks (Fig. 2B). The same results were ob- 
served when either of the two replicate pop- 
ulations of 15 worms das examined separately 
(Fig. 2, C through F). 

To more fully explicate the effect of vari- 
ation in mortality rate, we ordered the RIs by 
mean life-span and divided them into contig- 
uous auartiles. We observed auite distinct 
mean survival times (Table 1) and survival 
curves (Fig. 3) for each quartile; all are signif- 
icantly different (P < 0.001) from each other. 
The age-soecific mortalitv rate within each - .  
quartile increased almost exponentially with 
chronological age (Fig. 4). Thus, when gen- 
otypes having similar mean life-spans are 
pooled, the long period of constant mortality 
rate that was observed in Fig. 2 is all but " 
eliminated and is replaced by kinetics similar 
to those displayed by mass cultures (Fig. 1) or 
by smaller populations (5, 6). The differences 
among quartiles are explained by differences 

Table 3. Identification of essential parameters 
by use of a model-comparison approach (DOD 
is day of death; quart, is quartile) (17). 

Source of Variance 
variance (%) 

" df* P 

Quartile 2 3 
Quart. + 45 1 

DOD 
Quart. + 10 106 3,1617 <0.001 

interaction? 
Quart. + 14 963 1,1616 <0.001 

DOD" 
Quart. + 10 102 3.1613 <0.001 

Quart. + <I 22 1,1-612 <0.001 
D O D ~  

*Degrees of freedom (numerator, denominator) (17) 
?Interaction of DOD with quartile. $Interaction of 
DOD2 with quartile. 

SCIENCE VOL. 263 4 FEBRUARY 1994 



in a, the Gompertz exponent (Table 2). 
There is no difference in A,, initial mortality 
among the quartiles. 

A model-comparison approach (1 7) was 
used to identify the parameters necessary to 
accurately model these data. Different mod- 
els were examined for a significant increase 
in total variance that was explained by the 
addition of each new parameter. Within 
each quartile, the dependence of mortality 
rate on chronological age is best explained 
by the addition of a quadratic term that 
allows for an additional nonlinear compo- 
nent late in life (Table 3). A significant 
increase in fit is achieved (P < 0.001) by 

First quartile 
Second quartile 
Third quartlle 
Fourth quartlle 

Age (days) 

Fig. 3. (A) Survival curves for each quartile for the 
nooled RI strains and for (6) replicate 1 and (C) 
replicate 2. We determined quartile placement by 
calculating the mean life-span of each RI and 
grouping them into contiguous sets. Descriptive 
statistics for these data are in Table 1 .  

addition of this component, which indicates 
that even within each quartile, the age- 
specific mortality rate still displays a small 

?FOE First quartile 
0 v Second quartile 
8 r Third quartile 

Fourth auartile 

Fig. 4. Age-specific mortality rate and chrono- 
logical age from the combined data set (A), 
replicate 1 (B), or replicate 2 (C). Recombinant- 
inbred strains have been grouped according to 
quartile as shown in Fig. 3. Survival analysis 
was performed and the logarithm of the daily 
hazard rate was regressed on the starting day 
of the interval, generating the Gompertz param- 
eters that were compared by means of a t test. 
We calculated all mortality rates at intervals of 1 
to 7 days, using the minimum interval in which 
the mortality rate was nonzero. 

nonexponential component. Higher order 
components offer better fits but explain little 
additional variance. This nonlinearity may 
well result from genetic heterogeneity that is 
still present within each quartile. 

The combined survival and mortality ki- 
netics of the RI populations closely approxi- 
mate those previously observed (8, 9). We too 
observed periods of several weeks when the 
mortality rate did not increase with chrono- 
logical age. We ascribe this nonlinearity to 
genetic effects rather than to innate functions 
of the populations under study (such as pop- 
ulation size), because by establishing subpop- 
ulations based on mean life-span we were able 
to observe age-specific mortality kinetics that 
were nearly an exponential function of chro- 
nological age. Similar kinetics were observed 
when the population was fractionated into 
two replicate samples (Fig. 4). Genetic het- 
erogeneity within populations will lead to a 
deceleration of the age-specific mortality 
curve as soon as the most at-risk population 
has expired. The same observations have 
been made in several other cases and similar 
suggestions have been put forward (8, 18). 
Some genetic variation may exist within the 
medfly populations, and we suggest that those 
mortality kinetics (8) could have resulted 
from the admixture of a large number of 
different genotypes into one test population. 
This interpretation cannot be made of the 
data on inbred D. melamgater (9) because 
those lines were kept distinct and all flies 
in each study were of the same genotype. 
However, even slight contamination with 
offspring would lead to mortality rate de- 
creases and increases in life expectancy 
late in life (12, 19). 

Even when both environment and geno- 
type have been kept constant, variability in 
life-span or in other quantitative variables is 
still observed. In our studies, this variability 
was a function of average life-span as shown 
by the constancy of the coefficient of varia- 
tion (Table I) ,  which is consistent with the 
notion that those inbred populations that 
die late in life are not fundamentally differ- 
ent from those that die earlv. 

The biphasic mortality rate observed in 
the genetically heterogeneous populations 
of nematodes results from the genetic het- 
erogeneity of the populations. Genetic 
heterogeneity could explain similar mortali- 
ty kinetics in human populations (1, 20) 
in which, beyond 85 years of age, the 
mortality rate stops increasing exponen- 
tially and becomes constant or actually 
decreases. Considerations such as these 
affect the accuracy of demographic predic- 
tions of human mortality. 
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Zinc Finger Phage: Affinity Selection of Fingers 
with New DNA-Binding Specificities 

Edward J. Rebar and Carl 0. Pabo 
A phage display system was developed and used to select zinc finger proteins with altered 
DNA-binding specificities. The three zinc fingers of the Zif268 protein were expressed on 
the surface of filamentous phage, and a library of variants was prepared by randomizing 
critical amino acids in the first zinc finger. Affinity selections, using DNA sites with base 
changes in the region recognized by the first finger, yielded Zif268 variants that bound 
tightly and specifically to the new sites. This phage system provides a tool for the study 
of protein-DNA interactions and may offer a general method for selecting zinc finger 
proteins that recognize desired target sites on double-stranded DNA. 

Designing and selecting proteins with new 
DNA-binding specificities can test and ex- 
tend our understanding of protein-DNA 
interactions. The zinc fineer motif. of the " 
type first discovered in transcription factor 
IIIA (I), offers an attractive framework for 
these studies. This zinc finger is one of the 
most common eukaryotic DNA-binding 
motifs ( 2 ) ,  and this family of proteins can 
recognize a diverse set of DNA sequences 
(3). Zinc finger proteins also exhibit a 
modular organization which suggests that it 
may be possible to "mix and match" fingers 
to obtain proteins with novel DNA-binding 
specificities (4, 5). Crystallographic studies 
of the Zif268-DNA complex (4) and other 
zinc finger-DNA complexes (3, 6) show 
that residues at four positions make most of 
the base contacts, and there has been some 
discussion about rules or codes that may 
explain zinc finger-DNA recognition (7). 
However, the recently reported structures 
of the GLI-DNA complex (3) and of the 
Tramtrack-DNA comwlex (6) show that 
zinc fingers can dock a'gainst'the DNA in a 
variety of slightly different ways. This com- 
plexity makes model building and rational 
design more difficult, but it also reempha- 
sizes the versatility of the zinc finger motif. 

Phage display systems have provided 
powerful selection methods for many stud- 
ies of peptides and proteins (8, 9). To 
explore the usefulness of ~ h a g e  display for 
studying zinc finger-DNA interactions, we 
first expressed the three Zif268 zinc fingers 
(10) on the surface of filamentous phage 
(Fig. 1, A and B). The resulting con- 
struct-fd-tet.Zif-produced useful titers of 
"Zif phage" (I I ) ,  and these phage bound 
specifically to the nine-base pair site recog- 
nized by Zif268 (12). We then created a 
librarv of Zif variants bv randomizine the - 
four positions of the first finger that appear 
most important for making base contacts 
(3, 4, 6). These randomized positions in- 
clude the residue immediately preceding 

Department of Biology, Massachusetts Institute of 
Technology, Cambridge, MA 021 39. 

the a helix and include the second, third, 
and sixth residues of this helix (1 3). 

Affinity selection methods were then 
used to search the library for phage that 
would recognize altered binding sites. In 
each round of affinity selection, phage were 
equilibrated with biotinylated target DNA 
and then applied to streptavidin-coated mi- 
crotiter wells. After washing, the retained 
phage were eluted in high salt buffer, am- 
plified in Escherichia ~ol i ,  and purified to 
prepare for the next cycle. The target DNA 
duplexes for these selections contained 
modified Zif268 binding sites with changes 
in the region recognized by finger one (4), 
and we refer to each duplex by the sequence 
of this region (Fig. 1C). Initially, we per- 
formed five rounds of selection with each of 
the target sites (Fig. ID) (14). During these 
initial selection series, retention efficiencies 
in the GACC- and GCAC-selected phage 
pools increased about 100 times, whereas 
retention efficiencies for the CCTG pool 
remained low (15). We then used these 
enriched GACC and GCAC pools as a 
starting point for additional, more stringent 
selection cycles (Fig. ID) (14). The CCTG 
pool was not studied further. 

Phage pools from critical stages of the 
GACC and GCAC selections were charac- 
terized by sequencing (Fig. ID), and amino 
acid preferences were apparent in each 
pool. For the GACC pool, sequencing after 
the initial selection series showed that all of 
the phage (12112) could be characterized by 
the consensus sequence (S/D/T)-NR (Ta- 
ble 1). Three additional rounds of selection 
using high salt washes did not substantially 
change this consensus (Table 2). For the 
GCAC selections, sequencing revealed no- 
table changes in the later pools. After the 
initial selection series, many of the phage 
belonged to a group characterized by the 
consensus sequence R-DR (18/22), but 
there also was a group characterized by the 
sequence -G(S/T)R (4122) (Table 1). Af- 
ter additional rounds df selection with 
high salt washes, a single sequence- 
RADR-from the first group predominat- 
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