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Projected changes in the Earth's climate can be driven from a combined set of forcing 
factors consisting of regionally heterogeneous anthropogenic and natural aerosols and 
land use changes, as well as global-scale influences from solar variability and transient 
increases in human-produced greenhouse gases. Thus, validation of climate model 
projections that are driven only by increases in greenhouse gases can be inconsistent 
when one attempts the validation by looking for a regional or time-evolving "fingerprint" 
of such projected changes in real climatic data. Until climate models are driven by 
time-evolving, combined, multiple, and heterogeneous forcing factors, the best global 
climatic change "fingerprint" will probably remain a many-decades average of hemi- 
spheric- to global-scale trends in surface air temperatures. Century-long global warming 
(or cooling) trends of 0.5OC appear to have occurred infrequently over the past several 
thousand years-perhaps only once or twice a millennium, as proxy records suggest. 
This implies an 80 to 90 percent heuristic likelihood that the 20th-century 0.5 ? 0.2"C 
warming trend is not a wholly natural climatic fluctuation. 

Natural climatic chanees are lone known detection of a climate signal would be to 
u - - 

(1) to have occurred over a spectrum of compare such seasonally and regionally het- 
time and space scales that are the result of a erogeneous model forecasts with seasonally 
variety of external forcing factors (such as and regionally heterogeneous observations 
volcanic emissions) or internal processes of recent climatic trends. This approach 
(such as air-sea interactions). In addition to .would add manv additional data uoints as 
these natural causes of climatic variation, 
many potential anthropogenic causes of 
"global change" have been considered, 
such as industrial or agricultural emissions 
of greenhouse gases or sulfur oxides (2). It 
has long been debated whether global 
warming signals from an anthrop~genicall~ 
enhanced "greenhouse effect" on the one 
hand or SO, emissions and conseauent 
sulfate atmospheric aerosol cooling signals 
on the other hand can be detected against 
the background of a highly fluctuating ob- 
servational temperature record since the 
1800s (3-5). Univariate measures have 
be'en used to determine whether significant 
anthropogenic climatic change has been 
detected ( 6 4 ,  but a number of researchers 
have suggested that such measures, espe- 
cially globally averaged surface air temper- 
ature (9), should be replaced with multi- 
variate methods, which they call finger- 
prints (1 0-1 2). These researchers have ar- 
gued that general circulation models 
(GCMs) produce regionally heterogeneous 
maps (for example, some regions get drier 

compared to a single time series of globally 
averaged surface air temperature and 
should, they reason (10-12), make signal 
detection occur sooner (1 3). 

However, such fingerprints have little 
practical utility currently and can neither 
validate nor invalidate most model projec- 
tions because the model experiment typical- 
ly performed is an equilibrium C0,-doubled 
GCM. Such a model does not match the 
global change "experiment" (14) that the 
Earth is currently undergoing, in which 
greenhouse gases and other anthropogenic 
forcings have been changing over time in a 
nonuniform way. Indeed, this leads to an- 
other aspect of the signal detection problem 
that needs to be mentioned-namely, the 
implication of regionally heterogeneous oce- 
anic heat capacity (or thermal inertia) that 
can delay and distort the appearance of 
equilibrium climate signals (1 5). 

Schneider and Thompson (1 6) have ar- 
gued that the critical concern for signal 
detection of regional climate changes is not 
simply the delay in the rise of the global 

while others get wetter and these patterns average surface temperature, attributable to 
vary with season) of projected climate the average thermal lag of the oceans (1 7): 
change given some scenario of increases in It is critical to also consider that regional 
C02. Thus, they reason that a much more heterogeneity of heat capacity on Earth 
reliable measure than global temperature of could cause a time-evolving signal of cli- 

mate change that might be of very different 
Department of Biological Sciences and Institute for character ;ha; that predicted by.the equi- 
Internationa\ Studies, Stanford University, Stanford, 
CA 94305, and National Center for Atrnosoheric Re- librium That an anthrO~Ogenic 
search, Boulder, CO 80307 greenhouse radiative forcing of a few watts 

per square meter globally could lead to 
much more ranid temnerature increases 
over land than'those ca'used by the same 
few watts per square meter in the center of 
tropical oceans with shallow mixed layers. 
Temperature increases over such oceans in 
turn would change at a faster rate than 
surface temperature increases over deeply 
mixed hieh-latitude oceans. 

~ a k e ~ t o ~ e t h e r ,  these spatially differen- 
tial delay times could cause time-evolving 
equator-to-pole and land-to-sea tempera- 
ture gradients during the transient phase 
that even could be of opposite sign to that 
in equilibrium (1 8). Indeed, the early gen- 
eration of coupled atmosphere-ocean GCM 
results (19, 20) suggests that for both dy- 
namic and thermodvnamic reasons the 
transient regional signals can be substan- 
tially different than the equilibrium signals 
in some regions--especially in high-latitude 
oceanic sectors (2 1 ) . 

In a discussion of the detection of forced 
climate change even in the univariate sense 
of globally averaged surface temperature, 
Hasselmann (22) noted that internal cli- 
mate system dynamics could well lead to 
unpredictable, stochastic "noise" that 
would mask for decades deterministic forced 
global signals. Lorenz (23) has long argued 
that there could be chaotic, long-term in- 
ternal variations in global temperature his- 
tories that would add further difficulty in 
finding forced, deterministic signals. Some 
simple model calculations (24) have lent 
further credence to the possibility that re- 
cent anthropogenic warming has been 
masked considerably by long-term internal 
dynamics in the oceans. In any case, it 
appears that until univariate climatic sig- 
nals become quite large (for example, many 
decades with >0.5OC warming on a hemi- 
spheric scale or 7 1°C warming on a conti- 
nental scale), even globally averaged sig- 
nals will be lost in oceanic delays and other 
potential causes, internal and external, of 
natural variability. This is not to mention 
also the few tenths of a degree Celsius 
uncertainty implicit in translating ther- 
mometer records of the past century into a 
global trend of surface air temperature (25). 

One more aspect of global average tem- 
perature trends needs mention. Satellite 
meteorologists (26, 27) have argued that 
globally comprehensive data sets provided 
by passive microwave observations from 
space should be used to give estimates of 
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global average temperature. But these esti- 
mates suffer because they are not direct in 
situ temperature measurements, but rather 
are remotely sensed radiances whose inver- 
sion to atmospheric (as opposed to surface) 
temperatures must account for interfering 
optical phenomena such as water vapor and 
clouds as well as problems of calibration due 
to instrumental drifts over time. In effect, 
such microwave observations sample the 
entire troposphere and even a bit of the 
lower stratosphere (26, 27). Moreover, the 
length of the satellite records is only a 
decade or so. Thus, although satellite tech- 
niques are valuable new tools, the best 
century-long temperature trend record still 
remains the corrected and adjusted surface 
thermometer or low-altitude airborne bal- 
loon networks, even if they still carry un- 
certainty that is equal to approximately half 
the 20th-century trend (9). 

The Sun and Aerosols Return as 
Possible Forcings 

For more than 20 years, the sun (28, 29), 
atmospheric aerosols (4, 30), or both (2, 5) 
have been postulated as plausible external 
anthropogenic forcing factors (in addition 
to greenhouse gases) influencing long-term 
temperature trends. Recent work has rein- 
troduced the role of the sun in climate 
forcing. One study (3 1) suggests that rather 
than looking at the annual sunspot number 
as the prime correlate with temperature 
anomalies over the last few centuries (32), 
one should look instead at the time differ- 
ence between the peaks of the solar cycles. 
Of course. no one has demonstrated con- 
vincingly by measurement or theory that 
changes observed on the solar disk (such as 
sunspots or solar diameter) could lead to 
changes in energy output of the sun that 
would be nearly sufficient to be responsible 
for the century-long OS°C global warming 
that has been observed. It has also not been 
ex'plained why the climate system would 
respond to a few watts per square meter 
radiative forcing from the sun but would 
not respond comparably to a similar radia- 
tive forcing from greenhouse gases. In ad- 
dition, space-borne instruments have not 
detected solar irradiance chanees >0.2% " 
over a solar cycle. Nevertheless, the solar- 
climate debate of 20 years ago has been 
rekindled, although most recent studies 
suggest that there is no more than a modest 
potential solar influence (33). 

Atmospheric aerosol impacts from hu- 
man activities represent another resurfacing 
of a 20-year-old debate (2, 3, 30,, 34). 
Coakley et al. (35) noted streaks in near- 
infrared (IR) wavelengths in stratus clouds 
over the eastern Pacific and determined 
that these were traces of ship tracks visible 
in the clouds. This thus lends support to 

Twomey's (36) 25-year-old suggestion for 
an aerosol-climate change mechanism: 
Clouds that exist in relatively unpolluted 
air with a relatively low concentration of 
cloud condensation nuclei (CCN) can have 
their albedos increased by the injection of 
aerosols that act as CCN. Recently, Charl- 
son, Lovelock, Andreae, and Warren (37) 
noted that certain phytoplankton produce a 
waste product that ultimately leads to di- 
methvl sulfide iniection into the ocean. 
which diffuses int i  the atmosphere where i; 
is photochemically converted to sulfate 
aerosols and eventually into effective CCN. 
They suggested there might be a biological 
feedback process influencing climate 
through sulfate aerosols increasing the 
cloud albedo bv the Twomev mechanism. 
However, the principal emission of sulfur 
into the atmosphere is now from anthropo- 
genic sources (38). Because human use of 
energy since he end of World War I1 has 
increased se eralfold and the principal 
source of tha 1 energy has been fossil fuels 
that can contain sulfur. such as coal and 

f kilometers downwind 
Europe, Eurasia, and 

of anthropo- 

fate aerosols And their ~otential for reflec- 
tion of sunlidht to spa'ce over the globe. 
Thev concludkd that about one-third of the 
Northern Hemisphere was covered with 
anthropogenic sulfate aerosols sufficient to 

counteract perhaps 50% of the anthropo- 
genic greenhouse heating of the Northern 
Hemisphere during the past several dec- 
ades. Aerosol cooling is highly regionally 
heterogeneous, with strong concentrations 
over the northeastern United States and 
immediately downwind over the Atlantic 
Ocean, Europe, Eurasia, and China (a close 
replica of those regions in the intuited 
Kellogg map). 

At the same time, Karl et al. (25) noted 
that most of the surface warming of the past 
three decades over the United States. the 
former Soviet Union, and China took place 
at night-precisely in those places where 
sulfur emissions were the highest (43); of 
course, anthropogenic greenhouse heating 
would take place day and night, but direct 
aerosol-induced radiative cooling would 
happen primarily when the sun shone. Is 
this nighttime warming observational 
"proof' of a partial sulfate offset to an 
otherwise anticipated 1°C global-warming 
signal predicted by GCMs or yet another 
coincidence? Appropriately, that question 
is still debated (44), because no one should 
consider a few decade. < 1°C temverature 
trend record over 30% of one hemisphere as 
conclusive proof of the magnitude of global 
climate sensitivity to radiative heating or 
cooling forcings. Nonetheless, it is intrigu- 
ing and appears consistent with heteroge- 
neous anthropogenic forcings. 

A few years earlier, Wigley (45) antici- 
pated the reemergence of aerosols in the 
debate about the detection of anthro~o- 
genic climate signals, noting that the 
Northern Hemisphere had not warmed up 
more than the Southern Hemisphere in the 
past century, although the Southern Hemi- 
sphere has more oceanic surface and thus a 
higher heat capacity. Models have long 
suggested (1 6) that the Southern Hemi- 
sphere should thus have warmed up more 
slowlv than the northern zones. Wielev - ,  
suggested that perhaps this not having hap- 
pened is at least circumstantial evidence of 
an anthropogenic SO2-induced retardation 
of the anticipated warming signal in the 
Northern Hemisphere, which helps to ex- 
plain why the Northern Hemisphere 
warmed up only OS°C, whereas most mod- 
els with sensitivity in the "canonical" 3" * 
1.5"C warming range for 2 x  CO, (CO,. 
doubling) suggest that the Earth should 
have warmed up 1" + 0.5"C (46). In 
essence, we need to get the net solar-IR 
radiative forcing to an accuracy of at least 
0.5 W mP2 at a global scale (47). 

Regional Teleconnections from 
Heterogeneous Forcing 

Regional anomalies in sea-surface tempera- 
tures (SSTs) have coincided with unusual 
weather patterns both within the region of 

342 SCIENCE VOL. 263 21 JANUARY 1994 



the SST anomaly and potentially far down- 
stream (48). Moreover, Dickinson (49) cal- 
culated theoretically that regionally heter- 
ogeneous atmospheric forcing could lead to 
regionally heterogeneous atmospheric re- 
sponses, similar to the teleconnections that 
Bjerknes or Namias had long postulated to 
exist on the basis of semiempirical studies 
(48). Early GCM calculations by Chervin, 
Washington, and Schneider (50) suggested 
that far downstream teleconnections from 
mid-latitude ocean temperature anomalies 
would be hard to detect above the noise of 
natural atmospheric variations, but other 
early studies (5 1) suggested that tropical 
SST anomalies (for example, El Nifio 
events) had much more statistically signif- 
icant atmospheric signals-not only in the 
region of the anomalies, but, as recent 
observational studies show, through tele- 
connections as well (52). 

Thus, if aerosols add a major measure of 
regional heterogeneity to anthropogenic ra- 
diative forcing, the climatic response to be 
detected would be a complicated function 
of (i) globally averaged net radiative forcing 
and regional dynamical responses ("tele- 
connections") from regionally heteroge- 
neous forcing and (ii) complications arising 
from transient response factors associated 
with inhomogeneous oceanic mixing pro- 
cesses and the heat capacity of the Earth's 
surface. Perhaps tropical aerosols from bio- 
mass burning (53) could have a significant 
regional teleconnections signal if the earlier 
studies of the sensitivity of the atmosphere 
to tropical SST anomalies extrapolate to 
tropical aerosol-induced regional forcing 
anomalies. 

Heterogeneous Net Anthropogenic 
Radiative Forcing 

Kiehl and Briegleb (54) have pointed out a 
new complexity: regionally heterogeneous 
greenhouse radiative forcing that had been 
assumed bv most analvsts to be auite homo- 
geneous relative to aerosol forcing. Kiehl 
and Briegleb calculated a spatial difference 
of almost a factor of 5 in anthropogenic IR 
radiative heating ("greenhouse gas forc- 
ing") of the surface troposphere system. 
Their calculation of this range is a result of 
the Dresence of other constituents that are 
radiatively active in the IR-in particular, 
the assumed cloud cover distribution they 
used. This critical latter factor is partly a 
result of limited observations-it mixes ob- 
servations with cloudiness maps produced 
from the control run of the most recent 
version of the National Center for Atmo- 
spheric Research (NCAR) community cli- 
mate model series, CCM2 (55). The IR 
heat-trapping capacity of cirrus clouds or 
high-altitude thick clouds has long been 
known (56, 57) to lead to a substantial 

greenhouse effect. Therefore, the solar re- 
flection and heat-trapping capabilities of 
such high-altitude cloud-top regions there- 
fore reduces the relative importance of any 
additional IR opacity introduced by the 
addition of anthropogenic greenhouse gases 
(58). High-altitude clouds also override the 
bulk of the radiative effects of underlying 
aerosols. 

Given the highly spatially heteroge- 
neous nature of the combined anthropo- 
genic aerosol and greenhouse gas radiative 
forcing (Fig. I), regionally heterogeneous 
forcing of any kind could be responsible for 
significant regional climatic anomalies (as 
discussed earlier in the context of observa- 
tional and modeling studies of atmospheric 
"teleconnections"). Because of this, it is of 
importance to multivariate signal detection 
studies that credible regional radiative forc- 
ing be used for models whose signals will be 
checked against observations to see if the 
fingerprints match. Moreover, because the 
three-dimensional (3D) distribution of 
clouds used by Kiehl and Briegleb is partly 
model generated and because model-gener- 
ated cloudiness is not yet a well-validated 
variable, many sensitivity studies with al- 
ternative cloudiness formulations need to 
be used to calculate the regional heating or 
cooling associated with greenhouse gas or 

'SO, emissions. As for the aerosol forcing, 
nobody has tried to produce a regional map 
of CCN-induced (or soot-induced) cloud 
albedo changes, although net global effects 
have been estimated (59). Thus, this addi- 
tional 20-year-old potential contribution to 
the heteroeeneous nature of the radiative u 

forcing is yet to be part of the already quite 
dramatic asvmmetric radiative forcing that - 
Fig. 1 demonstrates. 

Anthropogenic Preindustrial Forcing 
May Be Overestimated 

I will now argue that the method used by 
Kiehl and Brieeleb (and manv others. as - .  
well) to calculate long-term radiative forc- 
ing probably leads to underestimates of the 
climatic sensitivity that might be inferred 
from Fig. 1 because this figure probably 
overestimates radiative forcing from the 
preindustrial (PI) period to the present. To 
produce Fig. 1, these authors combined the 
increase in greenhouse gases from PI con- 
centrations calculated by the Intergovern- 
mental Panel on Climate Change (IPCC) 
(I 1 ), along with the anthropogenic sulfate 
distributions from the calculations of Lang- 
ner and Rodhe (60), and added improved 
radiative transfer calculations. The latter 
appear more physically comprehensive than 
those of Charlson et al. (42) and in fact 
produce only half of the' radiative offset 
effects of aerosols in comparison to those of 
Charlson et al. (42). Nevertheless, the 

combined maps of greenhouse and sulfate 
forcing (Fig. 1) show dramatic spatial dif- 
ferences, with regions (half a continent in 
size) of net radiative cooling in highly 
SO,-polluted areas mixed with smoother, 
but still globally inhomogeneous radiative 
heating attributable to anthropogenic 
greenhouse gases. 

However, there may be potentially im- 
portant inconsistencies between the calcu- 
lations of Kiehl and Briegleb and the total 
anthropogenic forcing that has actually oc- 
curred during the past 100 to 200 years. 
The primary reason is that their calcula- 
tions use anthropogenic forcing data from 
IPCC, which show an increase over the last 
two centuries, but present-day 3D distribu- 
tions from observations, models, or both of 
temperature and optically active atmo- 
spheric constituents. That is, Kiehl and 
Briegleb's calculations neglect the actual 
temperature or related compositional 
changes (such as water vapor concentra- 
tion) that have taken place in the last two 
centuries-a time in which temperature 
increases of 0.5" to l.O°C globally are doc- 
umented (11). Moreover, Manabe and 
Wetherald (56) pointed out nearly 30 years 
ago that surface temperature change and 
water vapor concentrations are tightly con- 
nected. Thus, possible climatic changes 
over the past two centuries could have 
combined with increasing anthropogenic 
forcing to make the spatially heterogeneous 
pattern of net radiative forcing calculated 
by Kiehl and Briegleb a possible overesti- 
mate of both cooling in high-sulfate con- 
centration zones and warming in the rest of 
the world. 

The heating or cooling perturbations 
from some radiative forcing can be decom- 
posed into several factors. First is the direct 
effect of a change in radiatively active 
constituents (such as CO, or H,S04) on 
heating rates with all other factors being 
constant (that is, no temperature, water 
vapor, ice, or cloud feedback effects). This 
is what is assumed to compute the net 
radiative forcing map (Fig. 1). Second is 
simply the effect of greenhouse forcing on 
atmospheric temperature changes and 
therefore a subsequent increase of down- 
ward IR radiative flux. Third is the effect of 
warming on evapotranspiration and the 
well-established water vapor-temperature- 
greenhouse feedback. The latter two pro- 
cesses are generally thought to be strong 
positive feedbacks (61, 62). Therefore, the 
implicit inclusion of the latter two feedback 
processes during the probable 0.5" to l.O°C 
elobal warmine since the PI era could ren- " " 
der the Kiehl and Briegleb map an overes- 
timate of the actual streneth and heteroee- - - 
neity of anthropogenic radiative forcing 
circa 1800. 

Kiehl and Briegleb also neglect cloud 
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albedo effects from aerosols and land surface 
changes. They also use climate-model out- 
put variables to help compute their present- 

- 

A 
Greenhouse forcing preindustrial to present 

July Kiehl and Briegleb (1993) 
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day heating perturbations, whereas in reality heterogeneous, 3D, long-term changes in 
some of these variables probably changed the time history of atmospheric temperature 
over time. Without actually spec* the and optically relevant composition, it is 

impossible to make a quantitative correction 
to the Kiehl and Briegleb maps. Reducing 
uncertainties in a two-century record of cli- 
matic changes is a formidable problem, and 
indeed I do not fault these authors for its 
neglect at this stage. 

In view of the 20-year-old controversy 
(63) over the effect of various climatic feed- 
back processes on climate sensitivity, it is 
important to calculate the net radiative forc- 
ing since the PI era as accurately as possible. 
This term is needed to estimate empirically 
the climate sensitivity parameter 

~ - 

Greenhouse plus snthrqmgenk sulfate (ordng 

July 

9 0 . .  
Kishl and Blkgleb (1 933) 

where AFPI is PI to present-day radiative 
forcing in watts per square meter and AT is 
the anticipated equilibrium global temper- 
ature response (the "climate signal") in 
degrees Celsius. 

However, I believe we can draw some 
quantitative estimates from Ramamthan's 
analysis (61) as to the magnitude of possible 
feedback mechanisms that may have been 
lumped into the calculations for Fig. 1. Table 
1, from Ramanathan (61), shows results for a 
a,-doubling calculation in a onedimen- 
sional radiative-convective model in which 
three basic p r ~ c e ~ ~ e ~  are shown. Process 1 is 
direct surface heating by a,, which with the 
doubling of CO, causes an increment of net 
surface radiation, AR, of -1.2 W rn-, (64). 

Process 2 in Ramanathan's table is the 
direct warming of the surface-troposphere 
system, which makes lower atmospheric 
temperatures warmer. This, in turn, en- 
hances the upward and downward IR emis- 
sion by (fixed concentrations of) radiatively 
active constituents in the troposphere such 
as clouds, H,O, CO,, and methane. Then, 
the downward component of this enhanced 
IR radiation is added to the surface warming 
calculated by process 1 alone. Both of these 
processes together lead to an increased sur- 
face layer temperature, AT. 

Table 1. Radiative forcing from CO, doubling 
calculations of Ramanathan (61). Process 1, 
direct surface heating; process 2, direct tropo- 
spheric heating; process 3, indirect surface 
temperaturwater vapor-greenhouse heating. 
AT is modeldependent. 

Radiative Percent 
Flux of total AT forcing effects (W m-2) flux 

Process 1 
Process 2 
Process 3 Fig. 1. (A) July averaged greenhouse forcing (in watts per square meter) from increases in CO,, CH,, Total surface- 

12.0 77.0 1.7 

chlorofluorocarbon-1 1 (CFC-1 I), and CFC-12 from preindustrial time to the present (annual global tropospheric 
15.5 100.00 2.2 

average = 2.1 W m-2). (B) July averaged greenhouse forcing plus anthropogenic sulfate aerosol heating from 
forcing (in watts per square meter) (annual global average = 1.8 W m-2). as calculated by Kiehl and 2, CO, 
Briegleb (54). [This figure is modified after Kiehl and Briegleb (5.4, copyright 1993 by AAAS.] 
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Process 3 is the classical "water vapor- 
temperature-greenhouse feedback" that is 
parameterized in energy-balance climate 
models by fixing relative rather than abso- 
lute humidity, as first noted by Manabe and 
Wetherald (56) and later empirically incor- 
porated into the IR radiative transfer pa- 
rameterization~ (65). Water vapor-temper- 
ature feedback is internally generated by all 
modem GCMs (66). Raval and Rama- 
nathan (62) demonstrated that this very 
strong, positive feedback seems to be well 
modeled at a large scale in GCMs, as based 
on intercomparisons between GCM results 
and IR radiative fluxes leaving the Earth's - 
atmosphere as measured by satellites (67). 

There are two aspects of this process that 
need expansion. First is Ramanathan's as- 
sumption (67) that the water vapor-green- 
house effect feedback occurs primarily over 
oceans. This assumption was based on a 
then-prevailing view that assumed land sur- 
face evapotranspiration processes to be 
vastly subordinate to evaporation over the 
oceans. However, hydrologic studies from 
observations over the Amazon (68) or mod- 
eling studies show that land surface evapo- 
transpiration can account for a substantial 
fraction of atmosoheric moisture content. if 
not the vast majority of water vapor that 
fuels summertime deep convective activity 
over land. Indeed, modem biophysical, 
land surface parameterizations such as the 
Biosnhere-Atmomhere Transfer Scheme 
(69)'show a very'strong link between sur- 
face temnerature. net surface radiation, and 
the evapotranspiration of moisture through 
vegetation, which then becomes available 
for water vapor-temperature feedback or 
convective activity over land (70). 

Kiehl and Briegleb used a current 3D 
distribution of temperature, cloudiness, and 
water vapor in the atmosphere along with 
two centuries' worth of data on anthropo- 
genic emissions to calculate anthropogenic 
radiative forcing. Because of this, in the 
Kiehl-Briegleb calculation any enhanced 
heating or cooling feedback processes asso- 
ciated with Ramanathan's processes 2 and 3 
(Table 1) based on whatever long-term 
trends since PI times in temperature, mois- 
ture, or any other optically important fac- 
tors that actually occurred would be lumped 
into AFPI. The warming of the surface or of 
the atmosphere has not been homogeneous, 
and there are regions of cooling and season- 
al and diurnal deviations from global trends 
(25, 71). Thus, the actual forcing map that 
would be needed for a calculation to be used 
in any climatic change signal detection 
study could be less accentuated than that of 
Kiehl and Brieeleb. " 

Of course, without 3D observations of 
the actual 19th- and 20th-centurv trends in 
temperature and optically active constitu- 
ents in the atmosphere, we can only guess 

at how Kiehl and Briegleb's map should be 
quantitatively redrawn. It could be argued 
by analogy from Ramanathan's results for 
CO, doubling that feedback processes such 
as 2 and 3 in Table 1 might have enhanced 
the depth of the cooling rate or the highs of 
the heating rate on the Kiehl-Briegleb map 
bv some 25 to 50% in regions of maximum - 
or minimum forcing. This magnitude of 
change would represent a nontrivial addi- 
tion to the potential semiempirical calcula- 
tion of climate sensitivity parameter, A,,, 
from Eq. 1. That is (using round numbers), 
if AT from 1800 to the present is assumed to 
be 1°C and AFpI = 2 W m-2 (54), then 

This implies warming for CO, doubling 

where AF,, - 3.0 W m-2 (61). This in 
turn implies 

AT,, = 0.50 x 3.0 = 1.5"C (4) 

which is typical of that estimated semiem- 
pirically from greenhouse gas forcing alone 
(33, 46). However, if AFpI were overesti- 
mated by 50%, for example, from lumping 
feedback Drocesses 2 and 3 into the forcine " 
calculation, then from Eq. 1 the semiem- 
pirically determined value for A,, would be 
doubled, as would the C0,-doubling cli- 
mate sensitivity AT,, (3°C in these round 
numbers). 

There is a second issue surrounding feed- 
back process 3 (67): There is disagreement, 
occasionally heated, about whether cumu- 
lus activity will serve as a strong negative 
feedback on radiation forcing or if water 
vapor-greenhouse feedback is dominant 
and more likely to be strong and positive. 
Ellsaesser (72) first suggested one possible 
convective cloud negative feedback mech- - 
anism involving drying of the upper tropo- 
sphere. His idea was forcefully elaborated 
on by Lindzen (73), although their confi- 
dence in such a strong negative feedback on 
a global scale has been disputed (27, 74) 
and has even led to debates in front of the 
U.S. -Senate (75). Recentlv. Sun and 

% ,  , , 
Lindzen (76), following up on a suggestion 
by Betts (77), now argue that the neglect of 
evaporation of falling high-altitude ice or 
water particles may reconcile the dispute 
and explain why observations were not 
consistent with Lindzen's original (73) ar- 
guments for upper troposphere drying. 

Do Fingerprints Exist? 

The combination of regionally heteroge- 
neous anthropogenic aerosol forcing and 
greenhouse gas net radiative forcing onto 
one map is an important insight of Kiehl 
and Briegleb. I suspect that the Kiehl and 
Briegleb map of net anthropogenic radia- 

tive forcing (Fig. l )  will remain qualitative- 
ly instructive, even if factors such as two- 
century-long trends in atmospheric temper- 
ature, humidity, cloudiness, and other op- 
tically active constituents were somehow 
able to be included. I have suggested that 
the forcing highs could get 25 to 50% 
lower, and the lows might get comparably 
higher. This would lead to a significant 
increase in the semiempirically determined 
global-average climate sensitivity to net 
radiative forcing from the PI period to the 
present. 

What does all this imply for fingerprints 
and the detection of any anthropogenic 
climate signal? In order to approach this 
regional level of detail credibly, we need a 
transient earth systems model (ESM)-that 
is, coupled atmosphere-ocean-land surface- 
biota-ice-chemical models that include ad- 
equate resolution of 3D cloudiness distribu- 
tions, including cloud heights (with cirrus), 
as Kiehl and Briegleb have wisely reminded 
us. We will also require models with appro- 
priate surface-process packages to deal with 
evapotranspiration feedbacks, which could 
alter the calculation of forcine Datterns over " L 

land and sea. Moreover, a spatially hetero- 
geneous net radiative forcing will be needed 
for the calculation of any globally averaged 
residual effects (78) and for credible fore- 
casts of time-evolving, regional climatic 
response, as suggested a decade ago (16, 
18). 

This does not bode well for the viability 
of multivariate, regional-scale fingerprint 
techniques. We need not just a regional 
scale of model resolution for the calculated 
climatic response to be comparable to the 
"experiment" that the climate system is cur- 
rently undergoing. We must also force our 
regionally resolved ESMs with a realistic, 
time-evolving, regionally heterogeneous set 
of anthropogenic net radiative forcings be- 
fore those fingerprints would have any mean- 
ing for validating any model driven by such 
forcing maps. One interim strategy might be 
an "ensemble" (at least a few dozen) of 
GCM runs, each driven with realistic re- 
gional maps of net radiative forcings to 
generate a set of GCM fingerprint test maps 
(79). Unfortunately, observations of atmo- 
spheric, oceanic, biological, subsurface, and 
chemical variables needed to validate many 
aspects of such coupled climate systems mod- 
el runs are also decades away (1 1, 80). 

What, then, is the appropriate path for 
the scientific community to pursue? It 
seems to me that in principle the answer is 
actually very straightforward (but not easy 
in practice): Work across many scales and 
disciplines to understand physical, chemi- 
cal, biological, and relevant societal pro- 
cesses, their interactions, the heterogeneity 
in net radiative forcing they imply, the 
implications of transient, heterogeneous 

SCIENCE VOL. 263 21 JANUARY 1994 



forcings for the Earth systems response, and 
the synergisms that will be discovered from 
coupled Earth systems research (81 ) . 

For the detection of anthropogenic cli- 
matic signals, we must recognize that a goal 
of 99% statistically significant signal detec- 
tion over the next decade or two is unreal- 
istic, unless the global net anthropogenic 
forcing is known to better thah 0.5 W m-2 
and is thus large enough that "noise" from 
solar. volcanic. and other "minor" natural 
perturbations can be overcome. We also 
should temper the expectation (1 3) that 
fingerprints of regionally heterogeneous, 
time-evolving signals could either speed up 
that signal detection process or refute mod- 
el forecasts; I suspect that accounting for 
the extra complexity involved in the re- 
gionally heterogeneous, but still very uncer- 
tain, net anthropogenic radiative forcing 
may actually delay credible multivariate de- 
tection techniques relative to the old, simple 
univariate methods. With regard to the lat- 
ter, when sustained century-long tempera- 
ture change exceeds a degree Celsius on a 
hemispheric basis or half a degree on a global 
scale, it is pretty much outside the range of 
most century-long natural fluctuations expe- 
rienced in the past several thousand years. 
The reason is that such trends appear per- 
haps no more often than once or twice a 
millennium, as might be inferred by proxy 
analyses such as tree ring or glacial moraine 
time series (82). However, assigning formal 
statistical significance levels to anthropo- 
genic signal detection exercises may actually 
be an intellectually misleading exercise be- 
cause fundamental uncertainties remain in 
the assumptions as to (i) what the long- 
term, low-frequency natural variability of 
the climate system is and (ii) what the 
various forcings were that created the sus- 
pected climatic "response." 

Finally, one must think carefully with 
regard to the policy debate and the advice 
to wait until we are 99% statistically confi- 
dent that signals have been detected before 
we act to reduce anthropogenic emissions. 
We must remember that how to act in the 
face of the whole range of global-change 
possibilities is a value judgement about risk 
management (83). It is not a question 
directly answerable with technical analyses, 
such as the best strategy to improve the 
credibility of signal-detection estimates. 
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