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Picosecond Resolution in 
Scanning Tunneling Microscopy 

G. Nunes Jr.* and M. R. Freeman 
A method has been developed for performing fast time-resolved experiments with a 
scanning tunneling microscope. The method uses the intrinsic nonlinearity in the micro- 
scope's current versus voltage characteristics to resolve optically generated transient 
signals on picosecond time scales. The ability to combine the spatial resolution of tunneling 
microscopy with the time resolution of ultrafast optics yields a powerful tool for the inves- 
tigation of dynamic phenomena on the atomic scale. 

T h e  scanning tunneling microscope 
(STM) ( I )  first found wide use in the field 
of surface science as an atomic-scale probe 
of topography and electronic structure, but 
applications of tunneling microscopy now 
extend from the imaging of such complex 
molecules as DNA (2) to the fabrication of 
structures out of single atom building blocks 
(3). The success of the STM has also 
inspired a rapidly growing variety of new 
scanned probe microscopies based on atom- 
ic (van der Waals) forces, magnetic forces, 
capacitance, and near field optics, to name 
but a few (4). Among these powerful tech- 
niaues, the STM alone relies on the ex- . . 
tremely localized quantum mechanical tun- 
neling of electrons between the sample and 
the tip and therefore offers the advantage of 
an extraordinarily high three-dimensional 
spatial resolution. Although the possibility 
has long been recognized (5), researchers 
have so far met with limited success in 
attempting to extend that resolution to the 
"fourth" dimension. that is. to allow the 
STM to probe phenomena on atomic time 

IBM Thomas J. Watson Research Center, P 0. Box 
218, Yorktown Heights, NY 10598 

'Permanent address: Department of Physics and As- 
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scales as well as atomic length scales. 
Adding such time resolution to the ca- 

pabilities of the STM requires that some 
im~ortant  obstacles be overcome. Al- 
though the intrinsic time scale for tunnel- 
ing across the junction between the sample 
and tip in an STM has been estimated to be 
of order 10 fs or less ( 6 ) ,  stray capacitance 
in the wiring and the unavoidable trade-off 
between signal-to-noise ratio and speed in 
the external electronics limit the band- 
width in typical instruments to -30 kHz or 
less. Similar difficulties arise in the field of 
ultrafast optics, where the speed of the 
electronics is no match for femtosecond 
optical pulses, and it is natural to adapt 
optical "pump and probe" methods for de- 
tecting fast transient signals to time-re- 
solved STM experiments. 

In optical experiments, these pump and 
probe methods often rely on some nonlin- 
earitv in the svstem under studv so that the 
sepa;ate respdnse to each of a' pair of fast 
excitations (the "pump" and "probe" puls- 
es) is different from the response when the 
pulses arrive simultaneously. To overcome 
the fact that the signal from a lone pump 
and probe pair will be both too small and 
too fast to record directly, a continuous 
train of pulses is applied so that the detec- 
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tion electronics can integrate the response 
from many pulse pairs into a signal at low 
frequencies. The part of the signal that 
arises from the nonlinearity (which corre- 
sponds to the overlap of the pump and 
probe pulses) is then picked out by using 
standard phase sensitive techniques. By de- 
laying the arrival time of one of the pulses 
with respect to the other by an amount to 
and recording the signal over a range of to 
values, the fast time response of the system 
can be mapped out with a resolution rough- 
ly equal to the widths of the individual 
pulses. Hamers and Cahill (7) successfully 
applied such boxcar averaging techniques 
to the field of scanning probe microscopy. 
By exploiting the fact that the voltage 
which appears on the surface of a semicon- 
ductor under illumination is a nonlinear 
function of the light intensity, they were 
able to use scannine caoacitance microsco- " L 

py to measure the lifetime of photo-excited 
carriers on the Si(l l1)-(7 x 7) surface. 

A more general approach to time-re- 
solved scanning microscopy, however, must 
be based on some intrinsic property of the 
probe itself, rather than of the sample under 
study. Also, in order to obtain the highest 
possible spatial resolution, the physical 
mechanism on which that  robe is based 
must be tunneling. The simplest strategy 
would be to directlv modulate the ~hvsical * ,  

distance between the sample and tip. One 
need only move the tip closer to the surface 

I Voltage (V) 

Fig. 1. Measured current versus voltage (I-V) 
characteristic of our STM with a Ptilr tip and Au 
sample (0). During the measurement, the tip- 
sample separation was held fixed at the sepa- 
ration corresponding to a bias of 20 mV and a 
quiescent tunneling current of 0.5 nA. For clarity, 
only the data for positive voltages are shown, 
although the agreement between the data for 
negative voltages and the I-Vcharacteristic pre- 
dicted by Simmons (12) (solid line) is equally 
good. The principle of the time-resolved mea- 
surements is also illustrated. Because of the 
nonlinearity in the I-Vcharacteristic, the current 
I(Vl + V,) is not equal to sum of the two currents 
I(Vl) + I(V,). The difference between these two 
quantities is shown as the "excess current." 

for a brief interval to lower the tunneling 
impedance and sample some fast transient 
signal. Because this impedance depends ex- 
ponentially on atomic length scale changes 
in the tip-sample separation, this mechani- 
cally gated detection scheme requires tip 
motions that are only of order 0.1 nm. 
Earlier experiments in which a magnetostric- 
tive tip was used to modulate the tunnel 
junction have successfully demonstrated 
time resolution in scanning tunneling mi- 
croscopy on nanosecond scales (8). Al- 
though the speed of this technique can 
undoubtedly be improved, the ultimate time 
resolution of any such junction modulation 
scheme will always be limited by the diffi- 
culty of accelerating the mass of the tip. 
Here we report on the careful characteriza- 
tion of a broadly applicable time-resolved 
STM technique which uses no "moving 
parts," but rather takes advantage of the 
nonlinear dependence of the tunnel current 
on the voltage applied between the tip and 
the sample. This nonlinearity, which de- 
pends on the details of the electronic density 
of states in the sample and tip, is an intrinsic 
feature of quantum mechanical tunneling, 
and has been exploited in a variety of mixing 
and rectification experiments at both optical 
and microwave frequencies (9-1 1). This ap- 
proach to pump and probe style STM exper- 
iments has enabled us to enter the picosec- 
ond regime. 

The principle of the experiment is il- 
lustrated in Fig. l ,  which shows the mea- 
sured current versus voltage (I-V) tunnel- 
ing characteristics of our STM with a PtIIr 
tip and Au sample (operated in air at room 
temperature). The solid line is a fit to the 
form given by Simmons (1 2 ) ,  who showed 
that the tunneling current density J 
through a metal-insulator-metal (MIM) 
junction at intermediate voltages obeys 
the general relation: 

be seen from Fig. 1, if a pair of voltage pulses 
of amplitude V, and V, are coincident at the 
junction, the current produced by the whole, 
I(V, + V,), is greater than the sum of the 
parts, I(V1) + (V,). The "excess" current is 
the time-resolved signal and is easily discrim- 
inated from other components of the total 
current through lock-in detection. If one of 
the pulses is applied at time t = 0 and the 
second pulse is applied at t = to, then, for 
MIM tunneling as described by Eq. 1, the 
time-resolved current Itr(to) is proportional to: 

to for to 1 0 
0 for to < 0 (2) 

For tunneling between a metal tip and some 
other kind of surface (such as a semicon- 
ductor), the integrand in Eq. 2 would have 
a somewhat different form and the time- 
resolved current itself would be larger be- 
cause the nonlinearity in MIM tunneling is 
comparatively weak. 

Our experimental arrangement is shown 
schematically in Fig. 2. The tip of a con- 
ventional STM addresses an eva~orated Au 
film in the form of a 50-ohm terminated 
transmission line, and standard feedback 
techniques are used to keep a constant 
quiescent tunneling current. We launch 
very fast pump and probe voltage pulses 
onto the transmission line with a pair of 
GaAs photoconductive switches (13) illu- 
minated by a mode-locked picosecond- 
pulse dye laser. A pair of optical fibers are 
used to bring the output of the laser onto 
the vibration-isolated STM platform, and 
the relative arrival time of the pulses at the 
tip is controlled by an optical delay line. 
Because the transient tunnel currents in- 

J = p(v  + ?v3) + 0 ( v 4 )  
duced by these fast pulses are well outside 
the bandwidth of our standard current 

where p and y depend on the average barrier preamplifier, neither the preamp nor the 
height and the tip-sample separation. As can feedback controller can follow them in 

Fig. 2. Schematic illustration 
of the experimental appara- $g+l+p\ 
tus. Optical pulses from a 
mode-locked dye laser are 
split in two and coupled into a optical 
pair of optical fibers An opt- delay line 
cal delay line in one of the 
beam paths allows control of 
the relative arrival time of the 
pulses at the fiber outputs. Optical fiber 

The fibers are used to ilumi- 
nate a pair of GaAs photo- 
conductive switches that are Switch bias supply 
biased at 10V. When the light 
from the fibers allows conduction across one of the switches, a voltage pulse is launched onto the Au 
transmission line which is addressed by the STM. The 50-ohm resistor attached to the sample prevents 
the pulses from being reflected back up the transmission line. For clarity, the circuitry used to provide the 
fixed bias voltage for tunneling is omitted. 
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"real time." These fast transients are, how- 
ever, integrated by the preamp to yield a 
net signal at low frequencies. The part of 
this signal that corresponds to the overlap 
of the two pulses at the tunnel junction is 
picked out by optically chopping the inputs 
to the fibers at f l  = 938 Hz and f 2  = 1451 
Hz and by detecting the output of the 
preamp at the sum frequency of 2389 Hz 
with a lock-in amplifier. The time delay to 
between the two o~t ica l  ~ulses is scanned 
over a range of 2 ns by adjusting the optical 
delav line. and the lock-in o u t ~ u t  is record- 
ed at each setting of to to sweep out the 
entire time-resolved tunneling signal. 

The solid line in Fig. 3 shows the results 
of such a measurement with a 10-mV dc 
bias applied between the sample and the tip 
and with the feedback loop set to maintain 
a quiescent tunneling current of 500 PA. 
The two voltage pulses were launched to- 
ward the tunnel junction by applying 10 V 
across the photoconductive switches and 
illuminating them with 2-ps pulses from the 
mode-locked dye laser. The amplitude of 
these voltage pulses at the tunnel junction 
was on the order of 1 V, as estimated from 
measurements made with a sampling oscil- 
loscope. The peak evident in Fig. 3 repre- 
sents the actual time-dependent response of 
the STM to the overlapping voltage pulses. 
The STM was held fixed above a single 
point on the surface during these measure- 
ments. The zero of time was chosen to 
corres~ond to the instant at which the 
peaks of the two pulses coincide, and a 
small, time-independent background has 
been subtracted from the data. This back- 

ground signal arises from capacitive cou- 
pling to the tip and appears to be indepen- 
dent of tip-sample separation out to large 
(micrometer) separations. The time-re- 
solved signal, on the other hand, is very 
sensitive to the tip-sample distance, as ex- 
pected from the strongly distance-depen- 
dent tunneling interaction that gives the 
STM its high spatial resolution. It drops 
below the detection limit of our electronics 
if the tip is backed off as little as 1 nm from 
the surface, which allows us to discriminate 
completely against spurious signals. 

In order for the time-resolved STM to be 
useful, of course, it must be possible to 
relate the shape of the time-resolved cur- 
rent l,, to the time dependence of the 
underlying processes. In the present case, 
the time-domain shape of the voltage pulses 
depends on the behavior of the photocon- 
ductive switches. The rise time of the pulses 
is essentially determined by the 29s  width 
of the optical pulses. The decay time of the 
pulses depends on the carrier recombina- 
tion time in the GaAs and, for these 
switches deposited on semi-insulating bulk 
material, is on the order of 100 ps. Because 
the decay time of the voltage pulses is so 
much longer than their rise time, we may 
ignore the latter and approximate the time 
dependence of the pulses by a step function 
followed by a simple exponential decay: 

0 for t < 0 
e-'IT for t 1 0 (3) 

The expected I,, can be found by substitut- 
ing V 1  and V 2  of this form into Eq. 2 and 
performing the integration analytically. Im- 
pedance mismatches in the system lead to 

t - STM measurement ' 1  - - 

0 . 2 L o n c o n t a c V  SSM recording I 
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Fig. 3. Time-resolved tunneling current obtained 
using the arrangement shown in Fig. 2. The data 
are indicated by the solid line. The dashed line is 
a fit to the data by using Eq. 2 and by assuming 
a simple exponentially decaying form for the 
optically launched voltage pulses. To account 
for the ringing due to impedance mismatches in 
the system, one of the pulses has been multi- 
plied by a cosine function. 

I - External digitizer trace 

I I I I I 1 
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Fig. 4. Time-resolved STM measurement of a 
fast logic pulse. This measurement was made 
with a "noncontact" implementation of the mi- 
croscope in which the probe pulse is capaci- 
tively coupled onto the tip (a). The solid line 
shows the pulse shape as obtained with a 
high-speed digitizing oscilloscope. The broad- 
ening apparent in this digitized trace is an 
artifact of the connection to the oscilloscope. 

some back-reflection (ringing) of the puls- 
es, which we have approximated through 
the mathematical convenience of multiply- 
ing one of the pulses by a cosine function. 
The dashed line in Fig. 3 is the result of a 
least-squares fit in which the decay constant 
T and the overall signal amplitude, as well 
as the frequency and phase of the cosine 
function, were taken as free parameters. As 
can be seen from Fig. 3, the agreement 
between the data and the behavior predict- 
ed by Eqs. 2 and 3 with 7 = 114 ps is 
excellent. The am~litudes of the individual 
voltage pulses, as extracted from the fit, 
were 0.8 and 1.5 V. 

Physically connecting the photoconduc- 
tive switches to the sample allowed us to 
thoroughly characterize this method for 
time-resolved scanning tunneling microsco- 
py. The actual instrument, however, is 
configured to allow entirely "noncontact" 
experiments. Rather than propagating the 
probe pulse onto the sample, we use a small 
wire to capacitively couple it directly to the 
microscope's tip. The microscope can then 
serve as a high impedance (nonperturba- 
tive) probe of any transient electrical signal 
in the sample. As an example of such a 
noncontact measurement, Fig. 4 shows the 
signal obtained from using the time-re- 
solved STM to sample a fast logic pulse 
propagating along the Au transmission line. 
Similar time resolution has recently been 
obtained by Hou et al. (14) using a novel 
scanning microsco~e based on electrostatic - 
forces which, while fast, cannot offer the 
high spatial resolution allowed by tunneling 
microscopy. For comparison purposes, Fig. 
4 also shows the pulse shape as obtained 
with a high-speed sampling oscilloscope. 
The broadening apparent in this case is an 
artifact of the wiring used to connect the 
signal to the external detector. 

The implications of this "noncontact" 
experiment are far reaching. Indeed, the 
voltage pulse applied to the Au surface may 
be thought of as a stand-in for almost any 
optically induced modification of a sample's 
surface electronic densitv of states. In Dar- 
ticular, such optically excited phenomena 
as photovoltage on semiconductor surfaces, 
gap reduction in nonequilibrium supercon- 
ductors, and photoconductivity in organic 
molecules are all examples from the wide 
class of systems in which important new 
investigations are made possible by the 
combination of high spatial and fast time 
resolution. These experiments show that it 
is possible to use the STM to probe these 
~henomena on ~icosecond time scales. and 
represent substantial progress toward the 
goal of probing atomic-scale dynamics in all 
four (space-time) dimensions. 

Note added in proof: We have lately 
become aware of a similar experiment by S. 
Weiss et al. (15). 
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intensity of UV-B radiation at the Earth's 
surface depends on many factors other than 
stratospheric ozone, including clouds, aero- 
sols, haze, pollutants and ground albedo. 
Periodic or long-term changes of any of these 
variables will influence trend results derived 
from the analysis of UV-B measurements. It 
is essential that instruments making the 
measurements be well characterized and that 
a good calibration of instrumental response 

Evidence for Large Upward Trends of Ultraviolet-B be maintained for a long period time- 

Radiation Linked to Ozone Depletion 
Because of the difhculty of the measurement, 
W - B  data are sparser, available for a shorter 

J. B. Kerr* and C. T. McElroy 
Spectral measurements of ultraviolet-B radiation made at Toronto since 1989 indicate that 
the intensity of light at wavelengths near 300 nanometers has increased by 35 percent per 
year in winter and 7 percent per year in summer. The wavelength dependence of these 
trends indicates that the increase is caused by the downward trend in total ozone that was 
measured at Toronto during the same period. The trend at wavelengths between 320 and 
325 nanometers is essentially zero. 

h 1974 it was ~roposed (1) that the 
continued use of chlorofluorocarbons 
(CFCs) would lead to a decrease in the 
amount of stratospheric ozone. This predic- 
tion led to concerns about possible detri- 
mental effects on human health and other 
biological systems that might follow from 
the increased levels of ultraviolet-B (UV-B) 
radiation at the Earth's surface because of 
the decrease in the stratospheric ozone col- 
umn. The first conclusive evidence for a 
downward trend in ozone levels was report- 
ed (2) in 1985 where springtime vqlues of 
ozone over the Antarctic were observed to 
have declined by 40% between 1975 and 
1984. More recently, negative trends in 
ozone levels at other locations have been 
reported (3-5) and their seasonal and geo- 
graphical dependencies have been deter- 
mined. Extensive field studies in the Ant- 
arctic (6) and Arctic (7) have associated 
the loss of ozone with high levels of chlo- 
rine in the stratosphere. 

Definitive measurements of a long-term 
trend in UV-B radiation as a result of the 
decline in ozone levels at mid-latitudes 
have been difficult .to obtain. Measure- 
ments have shown that short-term, day- 
to-day fluctuations of UV-B radiation vary 

as expected with changes in column ozone 
amount both in the Northern (8) and 
Southern (9) hemispheres as well as under 
the Antarctic ozone hole (1 0, 1 1). How- 
ever, attempts to detect long-term trends 
in UV-B radiation from existing data rec- 
ords have been inconclusive and contro- 
versial. For example, an analysis (12) of 
data from a network of broad-band Rob- 
ertson-Berger meters in the United States 

time interval, a id  are poorer in quality than 
the ozone record, making trend analysis 
uncertain. 

In this paper we report spectroradiomet- 
ric W - B  measurements made at Toronto 
(44"N, 79"W) between 1989 and 1993. 
Our results are from Brewer instrument 
number 14, one of the triad of indepen- 
dently calibrated instruments maintained at 
Toronto as the Canadian total ozone refer- 
ence. The Brewer instrument measures the 
intensity of UV-B radiation falling on a 
horizontal diffusing surface. Measurements 
are made at wavelength intervals of 0.5 nm 
between 290 and 325 nm with a resolution 
of about 0.5 nm. Each spectral measure- 
ment consists of the average of a forward - 
and backward wavelength scan, which 
takes about 8 min to com~lete. Measure- 
menu are made between once and twice 
each hour throughout the day from sunrise 
to sunset. 

Envlronment Canada, Atmospheric Envlronment Ser- 
vtce, 4905 Duffertn Street, Downsvlew, Canada - 
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Fig. 1. Record of daily 
ozone measurements be- 
tween 1989 and 1993. 
The straight lines are the 
best-fit linear trends 
through the winter (De- 
cember to March; -4.1% 
per year) and summer 
(May to August; -1.8% 
per year) data points with 
the annual cycle re- 
moved. 
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