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Controls on Geyser Periodicity 

S. E. Ingebritsen* and S. A. Rojstaczer 
Geyser eruption frequency is not constant over time and has been shown to vary with small 

strains induced by seismic events, atmospheric loading, and Earth tides. The 
geyser system is approximated as a permeable conduit of intensely fractured rock sur- 
rounded by a less permeable rock matrix. Numerical simulation of this conceptual model 
yields a set of parameters that controls geyser existence and periodicity. Much of the 
responsiveness to remote seismicity and other small strains in the Earth can be explained 
in terms of variations in permeability and lateral recharge rates. 

I n  contrast to steady surface-discharge fea- 
tures such as fumaroles and hot springs, 
which are common in regions with active 
geothermal systems, periodic geysers are 
rare (I) .  Most occur in areas where the 
water table is near the land surface and 
hydrostatic boiling-point conditions are 
present to depths of about 200 m. Geyser 
svstems are commonlv described in terms of 
a' shallow low-permeability seal ( I )  or con- 
striction (2) underlaid by a chamber that 
periodically erupts a steam-water mixture 
(1-3) (Fig. 1A). In this model, eruption 
magnitude and frequency are governed by 
chamber and seal geometry. 

To examine geyser periodicity in a 
quantitative fashion, we invoke a modifi- 
cation of the chamber model. We aDorox- . . 
imate the chamber as a zone of fractured 
rock (Fig. 1B). Instead of being constrict- 
ed only at the top of the chamber, flow is 
controlled everywhere in the fracture zone 
bv fracture ~ermeabilitv. The fluid-satu- 
rated fracturi zone is a permeable, compli- 
ant column surrounded bv less ~ermeable 
and less compliant rock. w e  determined a 
set of parameters that controls geyser pe- 
riodicity by numerical simulation of the 
fracture-zone model. 

Geyser eruption frequency is not con- 
stant over time (4). For most geysers, erup- 
tion frequency is irregular, especially when 
other geysers exist nearby (5). Even fa- 
mously regular geysers such as Old Faithful 
of Yellowstone exhibit variations in their 
eruption intervals (6). Over various time 
scales. e ru~t ion  interval has been shown to , L 

vary with small strains (typically less than 1 
IJ.-strain) induced by variations in atmo- 
spheric loading, Earth tides, and seismic 
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events (4, 7-8). Much of this responsive- 
ness to small strains should be controlled by 
changes in model parameters. 

We investigate geyser behavior using a 
mathematical model of heat and mass trans- 
port in permeable media. The flow of fluid 
and heat is described by coupled, multiphase 
mass- and energy-balance equations (9) 

a (npf)/at - V . [ik,p,lp, (VP - pgVD)] 
- V . [I;k,p,l~w ' (VP - pdVD)] - q, = 0 

(1) 
and 

alat[npfhf + (1 - n)p,h,] - 

. [ ~ ~ T S P S ~ S I C L S  . (VP - MVD)I 
- V [I;krwpwhwlp, (VP - pdVD)] 

- v . [Km(aT/aP)hVP + Km (aTldh),Vh] 

- q,, = 0 ( 2 )  

respectively, where D is depth, g is= gravi- 
tational acceleration, h is enthalpy, k is the 

A. Constricted-pipe model 

Constriction 

Fluid-hlled chamber 

B. Fracture-zone model 

Fracture zone 

, Surrounding rock 

Fig. 1. (A) Commonly cited model of geyser 
geometry and (B) fracture-zone model. In (B), 
characteristics for the fracture zone include 
high permeability and high compressibility, 
whereas the surrounding rock exhibits low per- 
meability and low compressibility. 
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intrinsic permeability tensor, Km is the 
thermal conductivitv of the saturated medi- 
um, k,, and k,, are ;he relative permeabili- 
ties to steam and liauid water. res~ectivelv. , L , . 
and depend on volumetric liquid saturation 
S [O 5 k, (S) 5 11, n is porosity, P is 
pressure, T is temperature, t is time, p is 
density, p. is dynamic viscosity, and qm and 
q, are mass and energy source and sink 
terms, respectively. The subscript f desig- 
nates the fluid mixture in place [pf = Spw + 
(1 - S)pS], r refers to the porous medium 
(rock), s refers to steam, w refers to liquid 
water, and sat refers to saturated condi- 
tions. These coupled equations are solved 
numerically, with constitutive relations that 
describe h, ,,,(P,,,), h,(P,,,)? T(P? h,) 9 P,(P, 
h,), p,(P, A , ) ,  p., (TI, and p., (TI (1 0). 

This model conserves mass and energy and 
allows countercurrent and cocurrent flow of 
steam and liquid water at variable rates. It 
does not account for capillary pressure differ- 
ences between phases and assumes that fluid 
and rock are in thermal equilibrium (1 1). 
With respect to the geyser problem, a more 
important limitation is the assumption of 
Darcian (linear laminar) flow. This assump- 
tion is probably appropriate for parts of the 
geyser cycle and possibly for conditions at 
depth throughout the cycle. However, near- 
vent flow rates during geyser eruptions are 
such that much energy is dissipated by turbu- 
lence. For turbulent conditions, our simula- 
tions overestimate the flow rates associated 
with a particular hydraulic gradient. 

We simulated the subsurface geyser sys- 
tem as a deep fracture zone surrounded by a 
less permeable matrix (Fig. 2). The lower 
boundary of the geyser conduit has a con- 
stant heat flux or steam flux, and the upper 
boundarv of the svstem is set to a constant 
pressure and enthalpy. Pressures and en- 
thal~ies at the edees of our two-dimensional 
model slice are maintained at the hydrostat- 
ic boiling point, and the faces of the slice 
are treated as closed and insulated. In most 
simulations there was no mass flux at the 
lower boundary of the system, so the upper 
and lateral boundaries were the sources of 
mass recharge. The representation of the 
upper boundary is most appropriate for gey- 
sers that erupt through pools with near- 
constant depths. 

The initial conditions for all simulations 
involved boiling-point temperatures corre- 
sponding to the hydrostatic pressure at a 
given depth. Parameters that were varied in 
the course of our numerical simulations 
included the permeability, porosity, and 
dimensions of the fracture zone; the perme- 
abilitv contrast between fracture zone and 
matrix; basal heat input.at the lower bound- 
ary (1 2 ) ;  and the temperature and pressure 
at the upper boundary. 

The geyser simulations achieved a fairly 
constant eruption interval (+ 10%) within 

f 
E 
0 0 

i - 
A 

Heat ~nput 

Fig. 2. Two-dimensional model of a geyser 
conduit as a fracture zone embedded in a lower 
permeability rock matrix. See Figs. 3, 5, and 6 
for other parameters. 

two to three eruption cycles. Two represen- 
tative geyser cycles for a laterally isolated 
fracture zone are shown in Fig. 3. Before an 
eruption, the fracture zone is almost entire- 
ly liquid-saturated (Fig. 4). Where steam is 
present, it flows upward relatively rapidly, 
and upflow and condensation of steam 
transfer substantial amounts of heat toward 
the surface. During an eruption, the vol- 
ume changes associated with the conver- 
sion of liquid water to steam drive liquid up 
through the fracture zone. The eruption is 
shallow-rooted in the sense that most mass 
discharge is obtained from the upper part of 
the fracture zone; in this example, roughly 
two-thirds of the mass is from depths of 
<40 m. The relative contribution from any 
depth range can be calculated by compari- 
son of the pre-eruption and post-eruption 
saturation curves (Fig. 4). 

For the parameters shown in Fig. 3, the 
eruption interval is about 2 1 min and max- 
imum discharge rates are about 50 kg s-' 
(Fig. 3A). At mid-eruption the geyser con- 
duit is filled with a two-phase mixture (Fig. 
4). Mid-eruption discharge at the exit plane 
is only about 6% steam by mass (Fig. 3A) 
but 99% steam by volume, because of the 
1600-fold density difference between the 
phases at 100°C and about 1 bar pressure. 
Liquid discharge ceases when the pressure 
gradient in the upper part of the geyser 
conduit drops below the hydrostatic state, 
but minor steam discharge continues (Fig. 
3A) as long as a steam phase is present in 
the upper part of the conduit (Figs. 3B and 
4). As long as the pressure gradient remains 
subhydrostatic, the fracture zone receives 
mass recharge. Before the next eruption, it 
is again nearly liquid-saturated (Fig. 4) (1 3, 
14). The simulated discharge is periodic 
rather than steady because the loss of mass 
and energy during an eruption is faster than 
the recharge rates. For the isolated fracture 
zone of Figs. 3 and 4 there is no mass 
recharge during an eruption, because the 
upper boundary is the only source of mass. 

We next examined the influence of lat- 
eral recharge to the fracture zone by varying 
the permeability contrast between the frac- 
ture zone and matrix (Fig. 5). For a perme- 
ability contrast of r lo4 between fracture 

7 

Total 
20 

VI Steam 

= 

- 
g Simulation time (min) 

Fig. 3. (A) Mass discharge and (B) volumetric 
liquid saturation at the exit plane for a simula- 
tion of an isolated fracture zone with the follow- 
ing parameters: permeability, m2; porosi- 
ty, 0.75; thermal conductivity, 2 W m-' K-'; 
and basal heat input, 2.5 MW. We assume the 
following relations for the relative permeabilities 
to liquid water (k,,) and steam (k,,) as func- 
tions of liquid saturation (S): k,, = (S - 0.3)1 
0.7, and k,, = 1 - k,,. The fracture-zone 
geometry is shown in Fig. 2. 

200 O,O ' 0.80 ' 0.90 ' 1.'0 
Volumetric liquid saturation 

Fig. 4. Volumetric liquid saturation within the 
fracture zone at selected times during the gey- 
ser cycles shown in Fig. 3. 

zone and matrix (Fig. 5A), the eruption 
frequency (20 min) and magnitude were 
constant and nearly identical to those 
shown for the isolated fracture zone in Fig. 
3. For a permeability contrast of lo3, the 
eruption interval was reduced by about 
15%. A further. small decrease in the Der- 
meability contrast extinguished the period- 
ic behavior of the system (Fig. 5A) and led 
to weak (about 0.1 kg s-I), steady discharge 
from the fracture zone. Analoeous results - 
were obtained when matrix permeability 
was held constant and distance to the lat- 
eral boundaries was decreased (Fig. 5B). 
The eruption interval stayed fairly constant 
until periodic behavior disappeared over a 
narrow distance range. These results indi- 
cate that geyser behavior is particularly 
sensitive to lateral recharge of the fracture 
zone. Geyser conduits that are recharged by 
lateral flow are probably lo3 to lo4 times as 
permeable as the surrounding rock. Smaller 
permeability contrasts lead to steady hot- 
spring discharge, and unless much of the 
erupted fluid is recycled, larger permeability 
contrasts would lead to higher enthalpy, 
fumarole-like discharee. - 

Under conditions in which the fracture 
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Permeability contrast 

5 l~errneabil i t~ contrast = lo3\ -1 
0- 
200 160 120 80 40 0 

Distance to lateral boundaries (m) 

Fig. 5. Interval between geyser eruptions as a 
function of (A) permeability contrast between 
the fracture zone m2) and the adjacent 
rock matrix, with lateral boundaries at distances 
of 100 m, and (B) distance to the lateral bound- 
aries, with a permeability contrast of lo3 (frac- 
ture zone, m2; matrix, 10-11 m2). Basal 
heat input is 0.5 MW, and the values of other 
parameters are as shown in Figs. 2 and 3. 

zone was completely isolated from the sur- 
rounding matrix, fracture-zone permeability 
exerted the strongest control on geyser be- 
havior, with eruption frequency scaling 
with ~ermeability (Fig. 6A). Increasing the 
permeability from 0.35 x to 5.0 x 
lo-' m2 reduced the eruption interval from 
70 to 4 min (15). Porosity (Fig. 6B) also 
influenced eruption frequency; varying the 
porosity from 0.01 to 1.0 increased the 
eruption interval from 6 to 27 min. The 
sensitivity to permeability and porosity of 
the fracture zone can also be interpreted as 
a recharge effect; decreasing permeability 
and increasing porosity both retard migra- 
tion of the recharge front and thus favor less 
frequent, larger eruptions. 

In contrast to the sensitivity of eruption 
frequency to permeability and porosity, al- 
terations in the basal heat input and temper- 
ature of the recharging fluid had little effect 
(Fig. 6, C and D). However, varying basal 
heat input between 0.0025 and 5.0 MW did 
cause maximum mass discharge rates to vary 
from -0.5 to 80 kg s-' and time-averaged 
heat discharge to vary from -0.005 to 10 
MW, a range that encompasses most natural 
hot springs and geysers. Varying the temper- 
ature of the recharging fluid also caused 
changes in eruption magnitude. 

Fracture-zone geometry can exert a 
strong influence on eruption frequency and 
magnitude (Fig. 6, F and G). For a small 
enough conduit area, intermittent liquid- 
dominated discharge gives way to steadier, 
steam-dominated flow, interspersed with 
shorter recharge intervals. This transition 
takes place because, given a constant basal 
heat input, the enthalpy of the discharge 
must increase as conduit area is reduced. 
The eruption interval and magnitude in- 
crease with conduit depth; although dis- 
charge is dominated by water that origi- 

OM o* 
Conduit area (m2) Conduit depth (m) 

Fig. 6. Interval between geyser eruptions from 
a laterally isolated fracture zone as a function of 
(A) fracture-zone permeability, (B) fracture- 
zone porosity, (C) heat input at the base of the 
fracture zone, (D) temperature and (E) pres- 
sure at the upper boundary, (F) fracture-zone 
area, and (G) fracture-zone depth. Other pa- 
rameters are as shown in Figs. 2 and 3. 

nates at shallow depths (Fig. 4), heat trans- 
fer from greater depths is an important part 
of the geyser cycle (16). 

We now consider the responsiveness of 
geysers to small strains in light of the simu- 
lation results. The strains induced by atmo- 
spheric loading, Earth tides, and remote 
seismicity (1 lop6) translate to small poros- 
ity changes. It follows that elastic response 
to such strains is unlikely to cause significant 
changes in fracture permeability or in the 
permeability of an open conduit (1 7). As an 
alternative, we invoke fluid-pressure changes 
to explain geyser response to cyclic loading 
and ground-motion effects to explain the 
response to remote seismicity. 

The influence of recharge rate (Fig. 5) 
may help to explain why small strains in- 
duced by atmospheric loading can some- 
times influence eruptive behavior. If the 
geyser conduit is more compliant than the 
surrounding matrix, pore fluids in the con- 
duit likely pressurize more than pore fluids 
in the surrounding rock in response to 
increases in atmospheric loading (18). This 
differential response causes a net reduction 
in lateral recharge to the geyser conduit. 
The eruption frequency can be expected to 
be inversely correlated with atmospheric 
pressure (4) if lateral flow is a significant 
component of the recharge cycle (1 9). 

Strains by Earth tides could also induce 
changes in lateral recharge (18). Associated 
changes in pore-fluid pressures in this case 
are less in the relatively compliant geyser 

conduit than in the surrounding rock, in- 
creasing the potential for recharge (18). 
Thus, peak tidal compression may be posi- 
tively related to eruption frequency. 

The influence of atmospheric loading or 
Earth tides should be subtle in most cases. 
Associated fluid-pressure changes are gener- 
ally <0.02 bar, equivalent to a change in 
water level of about 0.2 m. For the uniform 
fracture zone shown in Fie. 2. a 0.2-m a ,  

change in water level translates to a fluid 
contribution of <ZOO ke. or <2% of the -, 

mass discharged during one of the eruptions 
shown in Figs. 3 and 4. The influence of 
cyclic loading should be more significant for 
geysers with smaller time-averaged dis- 
charge rates and could be amnlified if water " 

levels in the geyser conduit varied within a 
relativelv laree "chamber." , - 

The simulation results may also suggest 
why geyser behavior can be modified by 
seismicity. Both increases and decreases in 
eruption magnitude and frequency have 
been observed (7-8). Increases in frequency 
may be caused by ground-motion-induced 
permeability increases in the fracture zone 
(Fig. 6A) or in the surrounding matrix (Fig. 
5A) (20). Our simulations suggest that 
nermeabilitv increases in the fracture zone 
would lead to roughly proportional in- 
creases in frequency (Fig. 6A). However, if 
ground motion is sufficient to reopen sealed 
fractures at depth and the fracture zone is 
lengthened, eruption frequency may de- 
cline (Fig. 6G). Significant declines would 
seem to indicate laree chanees in effective - - 
conduit length. Because the dynamic and 
static shear strains caused bv distant earth- 
quakes are small (21), sudh lengthening 
might be related to the reopening of a 
network of preexisting fractures rather than 
the creation of new fractures. 

Changes in eruptive behavior induced by 
seismicity are not permanent. Even in the 
absence of seismicity, geysers evolve over 
time. Our results indicate that the geyser 
process can take place in fracture zones that 
have a much higher permeability than the 
surrounding rock and that geyser periodicity 
is highly sensitive to changes in hydraulic 
properties. Thus relatively gradual processes 
such as silica deposition also change geyser 
behavior. The existence and character of a 
geyser depends on a unique set of physical 
conditions that should not be long-lived. 
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Formation of a Molten Globule Intermediate Early 
in the Kinetic Folding Pathway of Apomyoglobin 

Patricia A. Jennings and Peter E. Wright* 
Hydrogen exchange pulse labeling and stopped-flow circular dichroism were used to 
establish that the structure of the earliest detectable intermediate formed during refolding 
of apomyoglobin corresponds closely to that of a previously characterized equilibrium 
molten globule. This compact, cooperatively folded intermediate was formed in less than 
5 milliseconds and contained stable, hydrogen-bonded secondary structure localized in the 
A, G, and H helices and part of the B helix. The remainder of the B helix folded on a much 
slower time scale, followed by the C and E helices and the CD loop. The data indicate that 
a molten globule intermediate was formed on the kinetic folding pathway. 

Molten globules have been postulated as 
universal folding intermediates formed on 
the kinetic folding pathways of all proteins 
(1 ) . The term "molten globule" describes a 
~artiallv folded state with a molecular vol- 
;me iniermediate to that of the native and 
the unfolded states, a relatively high con- 
tent of secondary structure, and few fixed 
tertiary interactions (1-3). Two-dimen- 
sional (2D) NMR studies of these interme- 
diate species (4-6) have been used to estab- 
lish the presence of elements of hydrogen 
bonded secondary structure in which amide 
protons are protected from exchange. Al- 
though equilibrium molten globules have 
been detected for a few proteins under 
appropriate conditions of pH, temperature, 
and ionic strength (2, 3, 7-9), it has been 
unclear whether this species actually partic- 
ipates in kinetic folding events. 

Apomyoglobin (apoMb) (Fig. 1) is one 
of the few proteins studied that forms an 
equilibrium molten globule. The molten 
globule state is populated at low pH and 
temperature (8, 10, 1 I) ,  is compact, and 
contains substantial secondary structure 
(-35% helix) that appears to be largely 
associated with folding of the A, G, and H 
helices (4). To investigate the kinetic fold- 
ing pathway(s) and the role of the molten 
globule in folding, we have undertaken 
stopped-flow circular dichroism (CD) and 
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hydrogen exchange pulse-labeling studies of 
the apoMb refolding reaction. 

ApoMb is well suited for studies of 
folding mechanisms. The absence of the 
heme group makes folding unimolecular, 
the protein is stable under various condi- 
tions, and the NMR sDectrum of the 
carbon-monoxy complex of the holopro- 
tein has been assigned (1 2). Although the 
structure of apoMb has not been deter- 
mined, all available data (4, 10, 13, 14) 
indicate that it has a compact hydropho- 
bic core that resembles the tertiary struc- 
ture of the holo~rotein. The differences 
between the apo and holoproteins appear 
to be largely confined to the F helix region, 
which abuts the heme and provides the 
proximal histidine ligand (4, 14). 

Fig. 1. Scheme of Mb with the eight CY helices 
to H) ~ndicated 
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