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Resonance Structures by Complete bears some similarity to the jackknife tech- 

Cross-Validation nique (8) except that more than one data 
point is omitted at a time. Complete cross- 
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Axel T. Brijnger, G. Marius Clore, Angela M. Gronenborn, NMR structure determination, including 

Rainer Saffrich, Michael Nilges distance geometry, distance-restrained sim- 
ulated annealing (SA), and intensity-based 

Structure determination of macromolecules in solution by nuclear magnetic resonance 
(NMR) spectroscopy involves the fitting of atomic models to the observed nuclear Over- 
hauser effect (NOE) data. Complete cross-validation has been used to define reliable and 
unbiased criteria for the quality of solution NMR structures. The method is based on the 
partitioning of NOE data into test sets and the cross-validation of statistical quantities for 
each of the test sets. A high correlation between cross-validated measures of fit, such as 
distance bound violations and NMR Rvalues, and the quality of solution NMR structures 
was observed. Less complete data resulted in poorer satisfaction of the cross-validated 
measures of fit. Optimization of cross-validated measures of fit will likely produce solution 
NMR structures with maximal information content. 

A n  increasing number of solution NMR 
structures of small oroteins have been 
reported during the past few years ( I ) ,  as 
well as structures of medium-size proteins 
with 130 to 180 amino acid residues (2). 
This has been made possible through the 
development of multidimensional correla- 
tion NMR and isotope labeling tech- 
niques, sequential crosspeak assignment 
strategies, and improved computational 
algorithms for three-dimensional structure 
determination (3). Despite this progress, 
no generally accepted criteria for assess- 
ment of the quality of solution NMR 
structures are available. 

The principal source of information for 
solution NMR structures is the NOE, com- 
plemented by coupling constant measure- 
ments, amide hydrogen exchange data, and 
knowledge about covalent geometry and 
nonbonded interactions. The NOE is a 
dipolar cross-relaxation phenomenon be- 
tween urotons. which is a function of inter- 
proton distances and molecular motions: It 
exhibits an rP6 deoendence for an isolated 
proton pair that is separated by a distance r. 
Because of indirect cross-relaxation path- 
ways through neighboring protons ("spin 
diffusion") and motional effects, the quan- 
titative interpretation of NOEs for macro- 
molecules is difficult. Therefore, NOES for 
~ ro te in  structure determination are often 
qualitatively interpreted by assigning dis- 
tance ranges of approximately 1.8 to 2.7 A, 
1.8 to 3.3 A, and 1.8 to 5.0 A to strong, 
medium, and weak NOEs, respectively (4, 
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5). This distance-based approach suffers 
from information loss. The intensity-based 
complete matrix relaxation theory (6, 7) 
can in principle overcome this problem. At  
present, this approach is not always used 
because accurate NOE intensity measure- 
ments can be difficult to obtain and the 
motional parameters required for the theory 
are somewhat uncertain. 

Cross-validation is a statistical method 
that estimates the quality of the fit to the 
observed data without making any assump- 
tions about the distribution of errors in the 
data (8). It is based on computer "experi- 
mentation" wherein a certain subset (the 
"test" set) of the data is omitted while a 
model is fitted against the remaining data 
(the "working" set). Measures of fit are 
then cross-validated by evaluation of the 
agreement between the model and the test 
set. Cross-validation estimates the uredict- 
ability of the test set given knowledge of the 
working set. Successful application of cross- 
validation includes crystallographic struc- 
ture determination where the cross-validat- 
ed ("free") R factor is highly correlated with 
the model's phase accuracy (9). 

The NOEs are much more s~ecific than 
x-ray diffraction data. A single reflection in 
a diffraction experiment contains informa- 
tion relating to the whole crystal structure. 
In contrast, each NOE is specific to a pair of 
atoms. Furthermore, certain NOEs carry 
much more information regarding the ter- 
tiary structure than others: for example, 
NOEs between secondary structural ele- 
ments versus intraresidue or sequential 
NOEs. Consequently, cross-validation with 
a single test set is not appropriate for solu- 
tion NMR structure determination. Here 
we introduce a method, which we termed 
"complete" cross-validation, where the dis- 
tance data is randomly partitioned into 10 
test sets of roughly equal size (1 0). Statisti- 

refinement. 
The observed NMR data have to be 

augmented with knowledge about covalent 
bonding geometry and nonbonded interac- 
tions. The atomic coordinates can be min- 
imized against a cost function 

Here Echemical is a geometric or empirical 
energy function (1 I) ,  and Edlstance contains 
NOE-derived distance information, repre- 
sented as a square-well function (5) 

- 
Edistance - 

(R - dupper)2 dupper < R 
dlower < R < dupper 

- RI2 R < d ~ o w e r  

(2) 

The sum is carried out over all NOEs 
(where R is the distance between the pair of 
orotons between which the NOE is ob- 
served, dl,,,, is the van der Waals distance 
between the protons, and d,,,,, is the NOE- 
derived upper bound) and Et,,,i,n comprises 
torsion angle restraints derived from cou- 
pling constants, which has a functional 
form identical to Eq. 2 with distances re- 
placed by torsion angles (the weighting 
factors wdlstance and w, ,,,,,, are used to 
convert Edistance and E,,,,,,, into energies). 

The NMR structures can be obtained by 
minimization of Ea. 1 with a varietv of 
distance geometry and SA approaches (3, 
12). In general, several structures exist that 
agree with the NMR data and the chemical 
knowledge equally well. The precision of 
these structures can be estimated bv evalu- 
ating the atomic root-mean-square (rms) 
differences from their mean positions (1 3). 
Precision must be distinguished from accu- 
racy, the rms difference between the ensem- 
ble of structures and the true structure. Of 
course, the true structure is unknown unless 
the "observed" data was calculated from a 
model structure. In fact, an absolute mea- 
sure for the accuracy cannot be obtained in 
a real case, and it has to be estimated by 
some statistic. Precision overestimates ac- 
curacy (14) for the immunoglobulin G 
(IgG) binding domain of streptococcal pro- 
tein G (15) (Fig. 1). A partial data set 
consisting of a random selection of 12.5% 
of the original NOE data (16) produced a 
mean structure with a backbone precision 
of 1.45 A (Fig. 1A) but a backbone accu- 
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racy of only 2.8 A (Fig. 1B). Whereas the 
overall topology and the local secondary 
structural elements are similar to the well- 
determined structure. the directions and 
positions of the secondary structural ele- 
ments show large differences (Fig. 2). Com- 
plete cross-validation maintains the integ- 
rity of the mean structure for both well and 
poorly determined cases; only a small effect 
on  backbone precision and accuracy is ob- 
served (compare dashed and solid lines in  
Fig. 1). 

The NMR structure of the IgG binding 
domain of protein G is influenced by wdistancr. 
The distance bound violation (Fig. 3A) de- 
creases for larger values of w ~ , ~ , , ~ ~ , ,  whereas 
the deviation of bond angles from ideality 
(Fig. 3C), a measure of the geometric quality 
of the model, increases. The accuracy (Fig. 

0 3D) reaches a plateau at log(wdistatlce/wdlstance) 
= 2; that is, distance-based structure deter- 
mination becomes largely independent of 
wdistance once the plateau is reached. Relative- 
ly small deviations from ideal geometry are 
observed (Fie. 3C) because the sauare-well , 

function (Eq. 2) used shows no preference for 
a particular distance value within the specified 
distance bounds. 

The cross-validated distance bound vio- 
lation is a measure for the quality of the 
NMR structures: It increases as the data set 
gets poorer (Fig. 3B). Cross-validated dis- 
tances are less well determined in poorer 
data sets despite similar agreement for the 
distances that are included in the structure 
determination (compare Fig. 3, A and B). 
Consider. for exam~le .  a small molecule 

L ,  

structure that can be perfectly fit to 10 
distance restraints. C o m ~ l e t e  cross-valida- 
tion determines the degree to which each 
distance can be predicted by the remaining 
ones. A particular distance would be poorly 
predicted if the remaining ones do not fully 
determine the structure. 

The  cross-validated distance bound vio- 
lation also shows a correlation with the 
model's accuracy as a function of wdistance: It 
tends to decrease until it reaches an approx- 

0 
imate plateau at 10g(wJlstal,ce/wdi5tance) = 
(Fig. 3B). The  fluctuations of the cross- 
validated distance bound violation result 
from the use of different partitionings for 
complete cross-validation at each sampled 
value of wdlstance. One can interpret these 
fluctuations as a measure of the standard 
deviation of the cross-validated distance 
bound violation. 

Refinement based on  NOE intensities 
can be viewed as minimization of a target 
function (7, 17) 

where R;,6 is the weighted residual (18) 

The scale factor k is determined by minimi- The progress of this intensity-based refine- 
zation of Eq. 4, and lob, and lo,, are the ment can be monitored by the NMR R,,, 
observed and calculated NOE intensities. value (6, 18) 

Fig. 1. (A) Precision and (B) accuracy of solution N M R  
Backbone precision 

structures of the 56-resldue IgG binding domain of of ensemble 
proteln G (15) versus completeness of the distance 
data wlth (dashed lines) and without (solid lines) cross- 
validation. Completeness (16) was reduced by ran- $ 1.5 
domly ellrn~nating distances from the full data set. 1.0 
Complete cross-valldatlon (10 was used for the partial 0.5 
data sets; for example, for the 12.5% partlal data set, the 0 

- >  

size of the test sets was 1.25% of the full data set 
Ensembles of 80 structures were obtained by a hybr~d Backbone accuracy 

of mean structure 
dlstance geometry and SA protocol (12) starting from 
different in~tial conditions. The 12.5% partial data set 
corresponded to about two distances per residue and 
could therefore still be handled by distance geometry 
algorithms (28). Precision was determined for backbone 
atoms by the rms difference between the ensemble and 
the mean structure. Accuracy was estimated for back- 
bone atoms by computation of the rms difference be- Completeness (%) 

tween a reference structure (mean structure of an en- 
semble obtalned from the full data set with w,,,,,,,, = 100 kcal mol-' A-" and the mean structure. This 
is a reasonable assessment of accuracy as the reference structure almost perfectly fits the distance and 
tors~on angle data Thus, the observed data can be viewed as  being calculated from the reference 
structure By definition of the reference structure, the accuracy goes to zero for the full data set. 

Fig. 2. Comparison of the mean structure of the IgG binding domain of protein G obtained from an 
ensemble of 80 structures with the full distance data set (16) (thick lines) and that obtained with a 
partial data set of only 12.5% of the distance data (thin Ilnes). Stereo vlew of Ca, N,  and C backbone 
atoms are shown. 

Fig. 3. Influence of the 
completeness of the data 
set and w, ,,,a,,, (Eq. 1) 
on the quality of the N M R  
structures of the IgG 
binding domaln of pro- 
teln G ;  w~,~, , ,~ ,  = 1 kcal 
mol-I A-2 Solid lines. 
full data set; small dash- 
es, partial data set com- 
p;ed;;5X); o~;,","~LII; { ::: 
25% of the data set, and 0.4 ---- . . ._______.____. 
large dashes, 12.5% of .g 0.2 
the data set Partihoning o P 
of the data sets for com- O f 2 3 4 5  
plete cross-validation log (wdistancd4istance) 

was randomly shuffled 
for each value of wd,s,,,ce. (A) Root-mean-square distance bound violations (29) for the partial data 
sets; (8) cross-validated (10) distance bound violations; (C) rms deviations of bond angles from 
values expected for ideal geometry; and (D) accuracy as  measured by the atomic rms differences 
for backbone atoms between the mean structure and the reference structure used in Fig. 1 .  The 
overall correlation coefficient between the cross-validated distance bound violation (B) and the 
accuracy (D) for all values of w,,,,,,,, and all data sets was 0.99, whereas those for the 100, 50, 25, 
and 12.5% data sets were 0.90, 0.93, 0.76, ancl 0.66, respectively. 
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As in x-ray crystallography (9), the R,,, 
value for an atomic model refined against 
ENMR2 is a function of the weight wNOE. 
Thus, the Rll, value is meaningless unless a 
rule is specified for choosing wNOE. 

Intensity-based refinement depends cru- 
cially on the accuracy of the observed in- 
tensities. This is illustrated for the solution 
structure of the squash trypsin inhibitor 
CMTI (19, 20). To obtain an objective 
measure of accuracy of the NMR structure, 
we (21) calculated a realistic NOE data set 
from an atomic model of CMTI, added a 

realistic amount of noise, and refined a 
family of four structures against this simu- 
lated data set (Fig. 4). The same NOE 
intensities had actually been measured pre- 
viously and used for the refinement of the 
solution structure of CMTI (20). A wNoE 
value of 2000 kcal mol-' optimized the 
cross-validated R,,, value (Fig. 5). The 
refined structures exhibit a high backbone 
precision 0 2 A) but the backbone accura- 
cy (0.6 ii is quite poor. The limited 
accuracy of the refined structures is a con- 
sequence of the noise; that is, a noise-free 
data set produces a backbone accuracy of 
0.17 A (not shown). 

The Rll, value (Fig. 5A) decreases as a 

Fig. 4. Influence of noise on the NOE-intensity refined structure of the squash trypsin inhibitor CMTI 
(19, 20). Four structures with slightly different starting conformations were refined (30) against a 
noisy NOE intensity data set that was calculated from one of the initial structures (cmt~,) (21). In 
order to achieve convergence, a long refinement protocol was required. The protocol consisted of 
20 ps of molecular dynamics at 1000 K followed by 20 steps of conjugate gradient minimization with 
w,,, = 2000 kcal mol-I (Eq. 3). This weight optimized the cross-validated R,,, value. The cmti, 
structure (thick lines) exhibits an R,,, value of 0.092 with deviations of bond angles from ideality of 
1.67". The average R,,, value of the refined structures (thin lines) is 0.077, the rms difference for 
backbone atoms to cmti, is 0.6 A, and the rms difference for backbone atoms around the mean 
structure (precision) is 0.2 A. Stereo view of Cu, N,  C backbone and CP, Sy Cys side chain atoms 
are shown. 

Fig. 5. lnfluence of the 
weight w,,, (Eq. 3) on 
intensity-based refine- \ , 
ment of CMTI for the sim- o,10 
ulated data set calculat- 

0.08 0.12 
ed from structure cmti, 
(21) and for four refined 0.06 .? 
starting structures (com- 
pare with Fig. 4); w;,, = 

1 kcal mol-I and the 
NOE intensities were 
specified in dimension- 
less units. The E ,,,,,,,, 
function (Ea. 3) was iden- . , ,  .- 
tical to the one described a I I 

1 2 3 4 5  1 2 3 4 5  
in (12). (A) Weighted R 
value (Eq. 5); (B) cross- log ( W N O ~ ~ O ~  

validated weighted Rval- 
ue; (C) rms deviations of bond angles from ideality; and (B) accuracy as measured by the rms 
difference for backbone atoms between the refined structures and cmti, (solid lines) and precision 
as measured by the rms difference for backbone atoms between the refined structures and their 
mean structure (dashed lines). Cross-validation had little influence on the quantities in (A), (C), and 
(D). Complete cross-validation consisted of a random partitioning of the NOE data set for CMTI into 
10 sets of roughly equal size. Ten structure refinements with an SA protocol (0.6 ps at 1000 K 
followed by 20 steps conjugate gradient minimization) were performed with one of the test sets 
taken out each time. The SA protocol ensured that memory toward the test set was removed. This 
procedure was repeated for the other three starting structures. The partitioning was randomly 
shuffled for each starting structure and each series of calculations for a particular value of w,,,. The 
R,,, value was averaged for each value of w,,,. The correlation coefficient between the 
cross-validated R,,, value (B) and the model's accuracy (D) is 0.8. 

function of wNOE, whereas the deviation of 
bond angles from the ideal (Fig. 5C) in- 
creases. The backbone precision assumes a 
minimum at log(wNoE/w~oE) = 4 (Fig. 
5D). One could argue that choosing wNoE 
at this minimum uroduces a reasonable 
structure because the deviations of bond 
angles from ideality are about 2", which is 
the observed standard deviation of bond 
angles in atomic-resolution crystal struc- 
tures of small molecules (22). However. the 
backbone accuracy for this'structure is sig- 
nificantly worse than that for the most 
accurate structure at = 3; 
that is, the NOE data have been overfit. In 
contrast, the cross-validated R , ,  value as- 
sumes a minimum near the most accurate 
structure. Thus. ootimization of the cross- , . 
validated R1!, value as a function of wNoE 
can be used in a real case in which accuracy 
cannot be assessed. 

Cross-validated measures of fit, such as 
distance bound violations or RlI6 values, are 
criteria for the quality of solution NMR 
structures. These quantities also assess the 
completeness of the NOE data set; they 
indicate poorer fit for less complete data 
sets. Complete cross-validation is not re- 
stricted to well-determined systems: Tests 
carried out with the IgG binding domain of 
protein G with only two distances per 
residue produced relatively small fluctua- 
tions of the cross-validated distance bound 
violation (Fig. 3B). Furthermore, the 
method can be applied to proteins that 
exhibit little or no secondary structure, 
such as CMTI (Fig. 4). Complete cross- 
validation could be useful to assess the 
sensitivitv of a solution NMR structure with 
respect th a particular distance, for exam- 
ple, by computation of cross-validated local 
R values. Finally, by comparing cross-vali- 
dated measures of fit between single con- 
former models and multiple conformer 
models (23), one could assess if the latter 
models improve the information content. 
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Magnetic Field Signatures Near Galileo's 
Closest Approach to Gaspra 

M. G. Kivelson,* L. F. Bargatze, K. K. Khurana, D. J. Southwood, 
R. J. Walker, P. J. Coleman, Jr. 

Two large magnetic field rotations were recorded by the spacecraft Galileo 1 minute before 
and 2 minutes after its closest approach to the asteroid Gaspra. The timing and the 
geometry of the field changes suggest a connection with Gaspra, and the events can be 
interpreted as the result of the draping of the solar wind field around a magnetospheric 
obstacle. Gaspra's surface field is inferred to be within an order of magnitude of Earth's 
surface field, and its magnetic moment per unit mass is in the range observed for iron 
meteorites and highly magnetized chondrites. The location of the magnetic signatures 
suggests that perturbations are carried by waves in the magnetosonic-whistler mode with 
waveiengths between electron and ion gyro radii. 

O n  29 October 1991, the Galileo soace- 
craft made its closest approach to the aster- 
oid 951 Gaspra. Gaspra is a small (mean 
radius -7 km), oddly shaped body that 
orbits the sun at a mean distance of 2.2 
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physics and Planetary Physics, University of Califor- 
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L. F. Baraatze. K. K. Khurana. R. J. Walker, Institute of 

astronomical units (AU) (I ) . It is classified 
as an S-type asteroid on the basis of reflec- 
tance spectra observed from Earth; the sur- 
faces of these asteroids contain varying 
proportions of olivine and pyroxene and 
iron-nickel metal. It is a matter of current 
debate whether asteroids of this class are 
the parent bodies of chondritic meteorites 
or stony-iron meteorites (I ,  2). The parents 
of stonv-iron meteorites are metal-enriched 

~ e o p h y i c s  and Planetary Physics, University of Cal- fragmeAts of asteroids that were chemically 
ifornia, Los Angeles, CA 90024. 
D, J, Southwood, Department of Physics, Imperial differentiated. As indicated its reflec- 
College of Science, Technology, and Medicine, Lon- tance Spectra, Gaspra is unusually metal- 
don SW7 282, United Kingdom. and olivine-rich relative to the other 
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