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Relation Between Bond-Leng th Alternation and 
Second Electronic Hyperpolarizability of 

Conjugated Organic Molecules 

Seth R. Marder,* Joseph W. Perry,* Grant Bourhill, 
Christopher B. Gorman, Bruce G. Tiemann, Kamjou Mansour 

The solvent dependence of the second hyperpolarizability, y, of a variety of unsaturated 
organic compounds has been measured by third harmonic generation at 1907 nanometers. 
It is seen that the measured y is a function of solvent polarity. These solvent-dependent 
hyperpolarizabilities are associated with changes in molecular geometry from a highly 
bond-length alternated, polyene-like structure for a formyl-substituted compound in non- 
polar solvents, to a cyanine-like structure, with little bond-length alternation, for a dicy- 
anovinyl-substituted compound in polar solvents. By tuning bond-length alternation, y can 
be optimized in either a positive or negative sense for polymethine dyes of a given 
conjugation length. 

T h e  develooment of materials with third- 
order optical nonlinearities has been the 
focus of much recent research (1, 2). Such 
materials are of interest for a varietv of 
optical switching and processing applica- 
tions. However. materials with sufficientlv 
high nonlineariiies for most of these appli- 
cations have not yet been identified (3). In 
contrast to the relatively well-defined struc- 
ture-property relationships (1, 2, 4) used to 
guide the design of molecules for second- 
order nonlinear optical applications, such 
relationships for third-order nonlinear opti- 
cal chromophores are lacking (5). Theoret- 

S R. Marder, C. B. Gorman, B. G T~emann, Jet 
Propulsion Laboratory, Callfornia lnst~tute of Technol- 
ogy, Pasadena, CA 91 109 and The Beckman Institute, 
Callfornia lnstltute of Technology, Pasadena, CA 
91125. 
J. W. Perry, G. Bourhlll, K Mansour, Jet Propulsion 
Laboratory California Institute of Technology, Pasade- 
na, CA 91 109 

*To whom corres~ondence should be addressed 

ical and experimental studies (4) suggest 
that bond-length alternation, <Ar>  (de- 
fined as the difference between the average 
leneths of carbon-carbon sinele and double " " 
bonds in a polymethine chain) is a useful 
structural Darameter to varv in attemots to 
optimize t i e  first hyperpola;izability, ti, for 
organic molecules. Recent semiempirical 
molecular orbital calculations support this 
hypothesis and predict that trends for the 
second hyperpolarizability, y, are associ- 
ated with bond-length alternation (6). For 
examnle. electric field-deoendent calcula- . , 

tions of geometry and second hyperpolariz- 
ability indicate that for highly bond-length 
alternated molecules, such as polyenes, y is 
positive; as a function of increasing polariza- 
tion and decreasing < Ar>,  y first increases, 
peaks in a positive sense, decreases, crosses 
through zero and ultimately peaks in a neg- 
ative sense at the cyanine-limit of zero bond- 
length alternation (Fig. 1). To develop 

structure-property relationships for y and to 
test these predictions, we examined a series 
of molecules whose bond-length alternation 
spans the range accessible to organic mole- 
cules containing polymethine chains. 

We report y values for a set of molecules 
(1 to 4 and 6, Fig. 2) ranging from poly- 
enes, for which the bond-length alternation 
equals 0.1 1 A (as determined crystallo- 
graphically, from diphenyl octatetraene (7) 
and octatetraene (8) to cyanines, for which 
<Ar>  is essentially zero, again determined 
crystallographically (9, 10). In order to 
tune the bond-length alternation from the 
polyene limit to the cyanine limit, we used 
two donor-acceptor polyenes with acceptors 
of differing strength in solvents ranging 
from nonpolar to highly polar. Such sol- 
vent-dependent changes in structure can be 
understood in terms of simnle resonance 
structure arguments (1 1 ) .  The ground state 
of a oolvmethine dve can be described in 
term' of contribukons of two limiting 
charge transfer resonance structures (Fig. 
2).  The equilibrium structure of the ground 
state represents a weighted average of the 
limiting resonance structures and approach- 
es a bond-equivalent structure for an equal 
mixture. as is the case for cvanines. For 
donor-acceptor compounds such as 3 and 4, 
polar solvents can stabilize charge separa- 
tion and would increase the contribution of 
the charge-separated form to the ground 
state. Thus. donor-accentor molecules with 
strong acceptors, in solvents of high polar- 
itv. would be exoected to exhibit dimin- , , 
ished bond-length alternation relative to 
molecules with weaker acceptors in low 
polarity solvents. 

'H nuclear magnetic resonance (NMR) 
(1 2), Raman (1 3), and electronic absorp- 
tion (14) spectroscopic studies, in conjunc- 

Bond length alternation (A) 

Fig. 1. Plot of y versus i A r > ,  generated with 
an AM1 geometry optimization (in the MOPAC 
package) for 3 in the presence of a static 
electric field of varying strength (6). For each 
value of the static field, and thus i A r > ,  y was 
calculated with a finite-field procedure; esu, 
electrostatic unit. 
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tion with x-ray crystallography (1 3), have 
shown that the bond-length alternation in 
polymethine compounds can be tuned by 
solvent. For 3 and 4,  'H NMR spectroscopy 
of the solvent dependence of the three bond 
proton-proton coupling constants (3JHH) 
along the polymethine chains provides evi- 
dence for the transition from a polyene-like 

geometry to a cyanine-like geometry. For a 
polyene (<Ar> = 0.11 A) the difference 
between CH=CH and CH-CH coupling 
constants, A[3JHH], is approximately 4 to 5 
Hz. For a cyanine (<Ar> 0 A), the 
difference in coupling constants becomes 
negligible. For 3 (in nonpolar solvents) 
A[3JHH] = 3.6 Hz, and drops to approxi- 

Fig. 2. Structures of the compounds investigated in this study. For the polymethine dyes, with an 
odd number of a-conjugated atoms, two canonical resonance structures are given. 

Fig. 3. Experimental (symbols) 
and theoretical best fit (solid line) 
normalized third harmonic intensi- 
ties as a function of concentration .- b 1 
for (A) 4 in CCI, (squares), in U1 

CH2C12 (circles), in CH,CN (trian- 0.8 
gles), and for (B) 2 in C6H6 (dia- ,,g 
monds) and 6 in CH,CN (trian- g 0.6 
gles) The magnitude and phase 2 1  of y was determined with a model 
developed by Kajzar (18). Best 0.4 .- 
fits were obtained with the use of C, 

the real and imaginary parts of the 02 

solute hyperpolarizability as fitting 
parameters. Experimentally de- 0 
termined coherence lengths were 
used as fixed parameters. All oth- Concentration (mollliter) 
er parameters were known or de- 12 
termined separately and fixed. 
For all the solutions studied, the 
theoretical normalized third har- .- 5 I 
monic intensities closely matched c 
the experimentally observed in- 0.8 8 .- tensities using only a real, non- ,g 
zero solute hyperpolarizability. 6 0.6 

z E 
Z m = 0.4 
E .- 
C, 

0 2  

0 

Concentration (mollliter) 

mately 2.5 Hz in a polar solvent such as 
CH,OH. For 4 in CC14 A[3JHH] = 1.0 Hz, 
and in CH,OH, A[3JHH] 5 0.2 Hz. 

The carbon-carbon bond lengths for " 
compounds 3 and 5 (a derivative closely 
related to 4) have been determined in the 
solid state by x-ray diffraction methods (1 3). 
For 3, the bond-length alternation is sub- 
stantially reduced (<Ar> = 0.06 A) rela- 
tive to simple polyenes (<Ar> = 0.11 A). 
For the dicyanovinyl-substituted compound, 
5 ,  <Ar> drops to 0.01 A, indicating that 
the solid-state structure no longer resembles " 

a bond alternate polyene but instead resem- 
bles a bond-equivalent cyanine. 

We obtained the Raman spectra of com- 
pounds 1 to 5 and the cyanine 7 in the solid 
state and in solvents of varying polarity 
(1 3). The polyene spectrum showed two 
strong bands (15) at about 1600 cm-' 
(C=C stretch) and 1150 cm-' (C-C stretch 
and C-H in-plane bend). The spectrum of 
the cyanine 7 is different, with several 
strong bands of intermediate frequency, the 
strongest of which occurs at approximately 
1400 cm-'. The spectrum of 3 in a polar 
solvent showed a reduced freauencv for the . , 
C=C stretch and slightly enhanced intensi- 
ty for the intermediate bands relative to the 
simple polyene spectrum, and was qualita- 
tively similar to its solid-state spectrum, 
suggesting that <Ar> for 3 in polar sol- 
vents approaches the solid-state value (0.06 
A). In contrast, the spectrum of 5 in a 
nonpolar solvent was qualitatively similar 
to that of 3 in both the solid state and in 
polar solvents. However, the bands in the 
region around 1400 cm-' were more in- 
tense than those for 3 in the solid state; this 
difference suggests that <Ar> for 5 in 
nonpolar solvents is 5 0.06 A. On the 
other hand, the spectrum of 5 in polar 
solvents. showed enhanced intensitv of the 
intermediate bands and appeared qualita- 
tively similar to both its solid-state spec- 
trum, where <Ar> is 0.01 A, and the 
cyanine spectrum. 

Additionally, the electronic absorption 
spectra of 4 were consistent with an evolution 
of its ground state toward a cyanine-like struc- 
ture as the solvent polarity is increased. The 
Franck-Condon distribution of 4 in CH,OH 
was similar to that of the cyanine 6 and 
indicated that the change in equilibrium vi- 
brational coordinate on electronic excitation 
is small. In CC14, the vibronic structure ob- 
served for 4 is intermediate between that 
observed for the polyene 1 and the cyanine 6. 

The NMR, Raman, electronic absomtion. . , 

and crystallogkqhic data provided strong ev- 
idence that solvent polarity can be used to 
tune the geometry of donor-acceptor polyenes 
from a polyene-like to a cyanine-like struc- 
ture. In particular, bond-length alternation 
decreases in the following order: for 1, 2, and 
3 (in nonpolar solvents), <Ar> = 0.1 1 A 
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and is greater than that for 3 (in the solid 
state) or 3 (in polar solvents), where < Ar> 
= 0.06 A. For 4 and 5 (in nonpolar sol- 
vents), <Ar> 5 0.06 A and is greater than 
that for 4 and 5 (in polar solvents) and for 5 
(in the solid state) where <Ar> 0.01 A. 
Finally, for 6 or 7 < Ar> 0 A. 

We measured the second hyperpolariz- 
ability, y, of 1 to 4 and 6, in solvents of 
varying polarity, by third harmonic gener- 
ation (THG) using a fundamental wave- 
length of 1907 nm. We performed the 
THG measurements with an apparatus de- 
scribed earlier (1 6, 1 7). Concentration- 
dependent measurements were employed 
for the determination of the magnitude and 
phase of y (Fig. 3). The results (Table 1) 
show that y for the linear polyenes, 1 and 
2, is positive whereas it is negative for the 
cvanine. 6. in the same solvent consistent 

an indication of the shape the dependence 
of y on bond-length alternation. 

The trends observed for 3 and 4 as a 
function of solvent ~olaritv (and hence , ~ 

bond-length alternation) qualitatively 
agree with those from finite field calcula- 
tions (Fig. 1). Understanding of the origin 
of the observed and calculated trends in y 
can be obtained from a simple three-state 
model for y (21-23), derived from static 
perturbation theory, in which 

, , 

with earlier measurements (19). The y where g labels the ground state, e and e' 
values for 1, 2, and 6 are relatively insen- label the two excited states, and p. and E 
sitive to changes in the solvent polarity. In are the dipole matrix element and transi- 
Fig. 4, y values for 3 and 4 are plotted as a tion energy, respectively, between the la- 
function of a linear solvent polarity param- beled states. Hence, the three-state expres- 
eter [Reichardt's normalized E,(30) scale sion for y is comprised of three terms, one 
(20)l. The plots have been included to give negative (Nl)  and two positive (PI and P2) 

8 
0 02 0.4 0.6 0.8 1 012 0!4 0!6 2 8  

Normalized ET(30) Normalized ET(30) 

Fig. 4. Plot of -y versus Reichardt's normalized E, (30) scale for (A) 3 and (B) 4. 

Table 1. Solvent-dependent second hyperpolarizabilities (units of esu) for compounds 1 to 4 
and 6, with an estimated error of ?15%. Compounds were determined to be >95% pure by 'H NMR 
spectroscopy. Solvent polarity increases (bond-length alternat~on decreases) from right to left 
Solubility limitations prevented the determination of y for some molecules in certain solvents. 

Solvent 
Com- 
pound CH,CN- 

CH30H CH3CN CH2C12* CHAI, Dioxane C6H6 
C H -n- Z6&* cc14 

*For both the CH,CN-CH,CI, and the C6H6-n-C6H,, mixtures, the compositions were 1 :1 by mole fraction. 
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in sign. The P2 term is zero for centrosym- 
metric polyenes where k,, = kg, = 0 and 
negligible in the cyanine-limit (4). When 
the first term (Nl)  is dominant, the mole- 
cule will exhibit a negative y, as is the case 
for the cyanine 6. For polyenes (1 and 2) 
I P l  > IN11 and y is positive. For donor- 
acceDtor ~olvenes (such as 3 and 4). P2 

A A ,  , . 
will in general be Lon-zero and all three 
terms in Eq. 1 must be considered. P2 can 
be related to the two-state expression for P 
{where P a [~~.:e(l~.ee - ~~'gg)lEgZ,l) by P2 
= P(IJ.?, - pgg)/Ege. P can be calculated for 
a four orbital model as a function of the 
mixing of neutral and charge transfer states - - 
and was shown to exhibit a peaked behavior 
as a function of the mixing, due largely to a 
peak in (k,, - kg,) (4). The P2 term is 
thus expected to increase from zero, reach a 
maximum. and decrease to zero as the 
bond-length alternation of the donor-ac- 
ceptor polyene is reduced from polyene-like 
to cyanine-like. Therefore, increased sol- 
vent polarity leads to an increase in y as the 
P2 contribution increases, from the polyene 
bond alternation limit, and lPll is still 
greater than IN11 (23, 24). With further 
increase in solvent polarity (and decrease in 
bond-length alternation). -v will reach a 
peak andvbegin to decrease a's P2 peaks and 
P1 + N1 decreases. Such behavior was 
observed for 3. As bond-length alternation u 

continues to decrease, y will go through 
zero when N1 = P1 + P2 and to negative 
values when N1 dominates P1 + P2, be- 
cause P2 aooroaches zero and IN1 > P1 
near the cyanine limit. This model explains 
the behavior for 4. which has a stronger - 
acceptor moiety than 3 and therefore in- 
trinsically less bond-length alternation. 
Thus, these experimental results qualita- 
tively confirm theoretical predictions made 
bv three-state models (21-23) and bv elec- 
tric field-dependent h;perpol'arizabil& cal- 
culations (6). Finally, this study provides 
specific structural guidelines for the optimi- 
zation of y, in a positive or negative sense, 
for polymethine dyes of a given length. 
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Complex Patterns in a Simple System 

John E. Pearson 

Numerical simulations of a simple reaction-diffusion model reveal a surprising variety of 
irregular spatiotemporal patterns. These patterns arise in response to finite-amplitude 
perturbations. Some of them resemble the steady irregular patterns recently observed in 
thin gel reactor experiments. Others consist of spots that grow until they reach a critical 
size, at which time they divide in two. If in some region the spots become overcrowded, 
all of the spots in that region decay into the uniform background. 

Patterns occur in nature at scales ranging 
from the developing Drosophila embryo to 
the large-scale structure of the universe. At 
the familiar mundane scales we see snow- 
flakes, cloud streets, and sand ripples. We 
see convective roll patterns in hydrodynamic 
experiments. We see regular and almost 
regular patterns in the concentrations of 
chemically reacting and diffusing systems 
( I ) .  As a consequence of the enormous 
range of scales over which pattern formation 
occurs, new pattern formation phenomenon 
is potentially of great scientific interest. In 
this report, I describe patterns recently ob- 
served in numerical experiments on a simple 
reaction-diffusion model. These Datterns are 
unlike any that have been previously ob- 
served in theoretical or numerical studies. 

The system is a variant of the autocata- 
lytic Selkov model of glycolysis (2) and is 
due to Gray and Scott (3). A variety of 
spatio-temporal patterns form in response 

Center for Nonlinear Studles Los Alarnos Natlonal 
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to finite-amplitude perturbations. The re- 
sponse of this model to such perturbations 
was previously studied in one space dimen- 
sion by Vastano et al. (4), who showed that 
steady spatial patterns could form even 
when the diffusion coefficients were equal. 
The response of the system in one space 
dimension is nontrivial and depends both 
on the control parameters and on the initial 
perturbation. It will be shown that the 
patterns that occur in two dimensions range 
from the well-known regular hexagons to 
irregular steady patterns similar to those 
recently observed by Lee et al. (5) to cha- 
otic spatio-temporal patterns. For the ratio 
of diffusion coefficients used, there are no 
stable Turing patterns. 

Most work in this field has focused on 
pattern formation from a spatially uniform 
state that is near the transition from linear 
stability to linear instability. With this 
restriction, standard bifurcation-theoretic 
tools such as amplitude equations have 
been developed and used with considerable 
success (6). It is unclear whether the pat- 

terns presented in this report will yield to 
these now-standard technologies. 

The Gray-Scott model corresponds to 
the following two reactions: 

Both reactions are irreversible, so P is an 
inert product. A nonequilibrium constraint 
is represented by a feed term for U. Both U 
and V are removed by the feed process. The 
resulting reaction-diffusion equations in di- 
mensionless units are: 

where k is the dimensionless rate constant 
of the second reaction and F is the dimen- 
sionless feed rate. The svstem size is 2.5 bv 
2.5, and the diffusion cdefficients are Du = 

2 x lo-' and D. = lo-'. The boundarv 
conditions are periodic. Before the numer- 
ical results are presented, consider the be- 
havior of the reaction kinetics which are 
described by the ordinary differential equa- 
tions that result upon dropping the diffusion 
terms in Eq. 2. 

In the phase diagram shown in Fig. 1, a 
trivial steady-state solution U = l ,V = 0 
exists and is linearly stable for all positive 
F and k. In the region bounded above by 
the solid line and below by the dotted 
line, the system has two stable steady 
states. For fixed k, the nontrivial stable 
uniform solution loses stability through 
saddle-node bifurcation as F is increased 
through the upper solid line or by Hopi 
bifurcation to a periodic orbit as F is 
decreased through the dotted line. [For a 
discussion of bifurcation theory, see chap- 
ter 3 of (7).] In the case at hand, the 
bifurcating periodic solution is stable for k 
< 0.035 and unstable for k > 0.035. 
There are no veriodic orbits for varameter 
values outside the region enclosed by the 
solid line. Outside this region the system is 
excitable. The trivial state is linearly sta- 
ble and globally attracting. Small pertur- 
bations decay exponentially but larger per- 
turbations result in a long excursion 
through phase space before the system 
returns to the trivial state. 

The simulations are forward Euler integra- 
tions of the finite-difference equations result- 
ing from discretization of the diffusion opera- 
tor. The s~atial mesh consists of 256 bv 256 
grid points. The time step used is 1. 'spot 
checks made with meshes as large as 1024 by 
1024 and time steps as small as 0.01 produced 
no ~ualitative difference in the results. 

Initially, the entire system was placed in 
the trivial state (U = l ,V = 0). The 20 by 
20 mesh point area located symmetrically 
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