
10,137 (1963)]. Analysis of variance was used to 
compare neuronal responses for each trial type 
within the cue and delay conditions. The source of 
significant variance was then determined by the 
Tukey HSD test. All delay-related and stimulus-
specific neuronal responses were based on sig­
nificant comparisons. Care of the monkeys was in 
accordance with the Yale University Animal Care 
Committee. 

8. On PDR trials, neuron 787 responded during the 
delay period (26 spikes per second) after a pat­
tern that required a rightward saccade and was 
significantly les$ responsive (12.5 spikes per sec­
ond) after the other pattern, and after spatial cues 
(11 and 10 spikes per second) on SDR trials. 
Spontaneous activity was 8.4 spikes per second. 

9. The delay period activity of neuron 627 on SDR 
trials was 13.5 spikes per second after spatial 
cues requiring saccades 13° to the right, signifi­
cantly greater than the delay activity (2.9 spikes 
per second) for leftward-going saccades, and the 
delay activity (4.2 and 0.9 spikes per second) on 
PDR trials. Spontaneous activity was 1.9 spikes 
per second. 

10. The picture fixation task required the monkey to 
fixate while stimuli (subtending 10°) were present­
ed in foveal vision for 1 s, and juice was delivered 
0.5 s after stimulus offset; directional saccades 
were not required. This task utilized a library of 
280 stimuli, grouped into 40 sets of seven images 
(five objects, one color field, and one face). The 
stimuli were digitized photographs of laboratory 

I V E. Lenski and J. E. Mittler argue that 
studies purporting to demonstrate directed 
mutation lack certain controls and do not 
account adequately for population dynam­
ics (I) . In addition, none of the novel, 
even unorthodox, mechanisms invoked to 
explain the directed mutation hypothesis is 
supported by secure evidence, and some of 
the ideas have proved untenable (1-5). In 
concluding that no evidence has been pre­
sented to deny the classical tenet that 
mutation and selection are independent, 
Lenski and Mittler point out that mutation 
rates may vary both between and within 
genomes, an,d they raise the possibility that 
variable mutation rates may be an evolved 
response that specifically promotes in­
creased genetic variation under stress. We 
lean favorably toward this suggestion and 
wish to expand the proposition with refer­
ence to documented genetic mechanisms. 

Central to the directed mutation debate is 
a means of explaining the increased frequency 
of altered phenotypes, which those who sup­
port the hypothesis have said arises "specifi­
cally when (and even because) it is advanta­
geous" (I). We suggest that an increase in the 
frequency of altered phenotypes could occur 
as the result of an increase in the frequency of 
gene expression mediated by two classical 
mechanisms, namely, alterations in DNA 
sequence and alterations in DNA topology. 
Mechanisms facilitating alterations in the fre-

objects; each color field was of uniform hue, 
generated by mixing red-green-blue values with 
graphics software. 

11. Neuron 787: a total of 30 objects was presented 
(294 trials), of which 22 elicited a response 
(range, 37.6 to 14.3 spikes per second, mean, 24 
spikes per second; spontaneous activity, 8.4 
spikes per second); the other 8 objects failed to 
elicit any change in firing rate. The neuron (Figs. 
1B and 2A) was unresponsive on SDR trials (80 
trials) when the monkey had to remember and 
respond to the locations of 8 spatial cues; the 
average response to these 8 cues was 8.1 spikes 
per second. 

12. D. I. Perrett, E. T. Rolls, A. W. Caan, Exp. Brain 
Res. 47, 329(1982). 

13. The responses of neuron 566 to faces ranged 
from 99 to 30.6 (mean, 64) spikes per second for 
12 face stimuli presented, significantly greater 
than the responses to 14 objects ranging from 
23 to 8.2 (mean, 16.4) spikes per second; data 
were obtained on 240 trials of the picture task. 
The neuron was unresponsive (mean, 11.8 
spikes per second) in the eight-location SDR 
task (80 trials). Spontaneous activity was 16.2 
spikes per second. 

14. Neuron 532 fired during the delay period over 
which the monkey was required to remember 
one particular face (11.8 spikes per second), a 
response significantly greater than the respons­
es to another face (3.9 spikes per second) and 
to the two patterns (6.1 and 5.9 spikes per 

quency of gene expression include reiterative 
oligonucleotide sequence motifs, which intro­
duce frameshifts and affect translation (6); 
homopolymeric tracts, which, because of the 
likelihood of insertions or deletions occurring 
within regions of reiterated bases, affect tran­
scription (7); and differential inhibition of 
site-specific methylation, which induces ex­
trinsic alterations in DNA conformation (8). 
These are but a few examples, possibly the tip 
of the iceberg, of documented mechanisms 
with potential for mediating high-frequency 
changes in DNA sequence, or DNA confir­
mation. We wish to emphasize that, in addi­
tion to being compatible with neo-Darwinian 
theory, these mechanisms contribute an in­
trinsically stochastic component to the regu­
lation of gene expression, the potential out­
come of which is polymorphism, that is, 
population heterogeneity. Far from being di­
rected, such phenotypic variations arise from 
mechanisms that are blind. 

In an in-press article we have placed 
considerable emphasis on the potential im­
portance of polymorphism within bacterial 
populations generated through genetically 
based stochastic mechanisms (9). We also 
outlined evidence suggesting a role for stress 
in regulation of the frequency of altered 
gene expression. 

Mechanisms capable of generating ran­
dom variation might provide a satisfying 
solution to the problem of responding to 

second). Spontaneous activity was 5.3 spikes 
per second. 
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unpredictable environmental change. It is 
likely that evolution has favored a balance 
between biological memory (as stored with­
in a sequence of nucleotides) and probabi­
listic mechanisms ("contingency behav­
ior") that enables an optimal response to 
situations that cannot be anticipated. 
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l h e article by Lenski and Mittler (I) 
prompted us to reevaluate our data about 
the conjugative transposable element 
Tn9I6 (2). Our data suggest that control of 
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Tn916 excision may be influenced by exter- 
nal factors, including exposure to amino- 
glycoside antibiotics. Differential gene reg- 
ulation during growth, or a switch to stress 
or heat shock promoters in response to 
antibiotic pressure, could effectively dere- 
press transposon excision and therefore in- 
crease apparent mutation rates. This would 
offer no selective advantage to the host, but 
might to the transposable element by pro- 
viding the transposon with an extremely 
simple method for sensing optimal timing of 
excision, which is the initial and rate- 
limiting step in transposition; such a sensor 
would enhance the ability of the element to 
survive a selection event during which its 
former host is killed by increasing its ability 
to excise and subsequently integrate into a 
new host having greater fitness. The effect 
of this would be to promote the survival of 
this "selfish" element, even over that of the 
host. By extension, in bacterial genomes, 
one could hypothesize that pairs of trans- 
posons might coordinately excise under se- 
lective conditions (including, for example, 
nutrient starvation) and as a result delete or 
possibly rearrange large portions of the bac- 
terial chromosome. 
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k n s k i  and Mittler (1) defend Darwinism 
in a valuable, close review of the available 
evidence on directed mutation in one class 
of experiments. Their main conclusion is 
that no directed mutation has been con- 
vincingly demonstrated. Lenski and Mit- 
tler's position is supported by an example 
from a different field which convincingly 
demonstrates directed mutation. but which 
still poses no threat to Darwinism. 

The well-described phenomenon of re- 
peat induced point mutation (RIP) (2) is a 
directed mutational process. In Neurospora 
crassa and Ascobolus immersus, DNA dupli- 
cations that enter the sexual cycle are 
usually extensively methylated, which leads 
to their immediate functional inactivation. 
In N .  crassa, methylation at cytosines is 
accompanied by a high rate of G.C + A.T 
mutation, so-called ripping (2). The dupli- 
cate elements that trigger RIP suffer equiv- 
alent but nonidentical damage (2). A relat- 
ed phenomenon has been implicated in 

other eukaryotes, most particularly mam- 
mals (3), and may account for a high 
percentage of base pair substitutions within 
these lineages (3). 

The function of ripping is not fully 
understood. Ripping may help protect the 
genome by degrading parasitic mobile ge- 
netic elements as soon as they duplicate 
(2). The genome of N .  crassa has a dearth . , - 
of duplications. Ripping may reduce the 
rate of abnormal meiotic pairing and of 
translocations (2) by reducing nonhomolo- 
gous recombination. Linked sequences that 
have been ripped are poor substrates for 
intrachromosomal recombination (4). We 
assume that ripping is advantageous for one 
of these reasons, or for a similar reason. 

Mutations are directed if their rate of 
occurrence depends on the environment, 
and if that deoendence is in an ada~tive 
direction. Two environments may be dis- 
tinguished for a genome: (i) the presence of 
duplications and (ii) the absence of dupli- 
cations. Ripping occurs only in environ- 
ment (i) and is adaptive there, but it does 
not occur in (ii), in which it would be 
maladaptive. Ripping occurs at a high fre- 
quency with perfect homology but declines 
as homology declines, ceasing at about 14% 
divergence (5). Ripping does not affect 
duplicate copies of the three large ribosomal 
RNA (rRNA) molecules in their normal 
position within the genome (2), and in this 
gene specificity, too, ripping is directed. 

Ripping contrasts with the systems re- 
viewed bv Lenski and Mittler (1): The ~, 
environmental trigger in the case of ripping 
(that is, the presence of duplications) is 
internal to the cell. Also, the effect of 
ripping is usually to degrade the mutated 
gene. Nevertheless, the cell's mutational 
response is specific to a particular cue, 
specific to particular genes, and on the 
average advantageous. It is a directed mu- 
tational Drocess. even if it is one that 
degrades information rather than creates it. 

Evidence suggests that no novel processes 
are involved in the mechanism of ripping. 
Recombination and RIP are most probably 
mechanistically related (2). If three copies of 
a gene are present, one may be left unaltered 
(6); if two copies are present, either both or 
neither will be altered. It is probable that 
RIP mutation is associated with replication 
(2) and most probably with the dismantling 
of inappropriately paired sequences (2). Dur- 
ing this dismantling, a specific RIP machin- 
ery may be functional (2). Thus, in contrast 
with unorthodox explanations of directed 
mutation (see 1 ,  7 for review), ripping is 
probably an unexceptional molecular genet- 
ic process. 
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Response: Rainey and Moxon discuss molec- 
ular mechanisms with the potential to cause 
high rates of mutation in certain genes. 
They suggest that these mechanisms have 
evolved as a means of generating variation, 
which would allow more rapid evolutionary 
responses in changing environments, even 
though the resulting mutations are appar- 
ently random with respect to their selective 
value. We agree that this is an interesting 
hypothesis and one that is compatible with 
neo-Darwinian theory. A major area of 
ongoing research in evolutionary biology is 
concerned with the adaptive significance of 
those aspects of physiology, biochemistry, 
and reproductive biology that affect rates of 
mutation and recombination (1). There are 
costs as well as benefits to increasing the 
production of genetic variation: Although 
it may accelerate the rate of adaptive evo- 
lution in a changing environment, it may 
also destroy genotypes that are already well 
adapted. 

A possible evolutionary advantage of the 
nonstandard mutational mechanisms men- 
tioned by Rainey and Moxon is that they 
increase variability only at specific loci, in 
contrast to more familiar mechanisms that 
affect mutation rates throughout the ge- 
nome (2). Such nonstandard mechanisms 
may concentrate mutations in loci that 
interact unpredictably with the environ- 
ment, and without increasing the load of 
deleterious mutations elsewhere in the ge- 
nome. For example, when pathogenic bac- 
teria confront sudden and unpredictable 
environmental changes as a result of host 
immune responses and interhost variability, 
successful infection usually depends on 
specific characteristics of the bacterial cell 
envelope. These traits are often encoded 
by genes subject to nonstandard mutational 
mechanisms that ensure highly labile phe- 
notypes (3). 

Rainey and Moxon also suggest that 
stress may increase the rate of these non- 
standard mutations. We recognize this 
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~ossibilitv but emuhasize that. in evalu- and urotect against invasion bv foreign REFERENCES AND NOTES 
ating the possible effect of stress on muta- 
tion rates, one must account for any dif- 
ferences in population dynamics in stress- 
ful and nonstressful environments. One of 
the im~ortant  lessons of the directed mu- 
tation controversy is just how difficult it is 
to rigorously quantify mutation rates, 
which cannot be measured directly but 
must be inferred indirectly from the pop- 
ulation dynamics of mutants and their 
progenitors (4). 

Watson hypothesizes that excision al- 
lows the conjugative Tn916 to escape 
from an ill-fated genome. We agree that it 
is important to consider the consequences 
of transuoson-induced mutations to the 
fitness of a transposon as well as its host, 
and we have similarly suggested that Mu 
excisions may arise as that transmissible 
element attempts to leave a starving host 
(5) - 

Hurst and Grafen describe the interest- 
ing phenomenon of ripping in fungi. Rip- 
ping appears to have evolved to eliminate 
parasitic genetic elements, such as trans- 
posons, that spread by making copies of 
themselves and to prevent nonhomologous 
pairing during meiosis (6). The question 
raised bv Hurst and Grafen is whether 
ripping qualifies as directed mutation. Ac- 
cording to our definition of directed muta- 
tion (4, p. 188), "comparable increases in 
rate do not occur . . . for the same muta- 
tion in similar environments where it is not 
advantageous." With respect to ripping, 
Hurst and Grafen define similar environ- 
ments on the basis of whether or not a gene 
duplication has occurred, and they con- 
clude that ripping mutations occur only 
when they are advantageous. However, an 
occasional gene duplication that had fortu- 
itously beneficial effects would also presum- 
ably be subject to ripping (in which case 
the ripping mutations would be misdirect- 
ed). Thus, we regard ripping as a mutation- 
al process that is advantageous on average, 
rather than a process that occurs at a 
higher rate  specifically when the mutation 
is advantageous. 

Our difference with Hurst and Grafen, 
therefore. seems to be a matter of seman- 
tics. Our restrictive definition for directed 
mutation was intended to (i) emuhasize . ,  A 

the need for proper controls in experimen- 
tal tests of the directed mutation hypoth- 
esis; (ii) distinguish that hypothesis from 
others concerning possible advantages of 
elevated rates of random mutation in cer- 
tain genes or under certain circumstances; 
and (iii) highlight the issue of whether an 
organism can somehow test the value of a 
novel phenotype before introducing the 
corresponding change into its genome. 

Ripping is similar in certain respects to 
other processes that repair damaged DNA 

DNA. For example, methyl-directed r:- 
pair preferentially resolves DNA mis- 
matches in favor of the unchanged allele 
(7), while restriction-modification immu- 
nity tends to exclude the incorporation of 
foreign DNA into the genome (8). Like 
ripping, these processes appear to be ad- 
aptations to restore the status quo to a 
genome, rather than adaptations to gener- 
ate variation that might allow an organism 
to track a changing environment. Thus, 
they provide an interesting contrast to the 
mechanisms discussed by Rainey and 
Moxon. None of these mechanisms, how- 
ever, involves the reverse flow of in- 
formation from phenotype to genotype, 
which might allow an organism to test the 
value of a novel phenotype before intro- 
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Evidence of Genetic Heterogeneity 
in the Long QT Syndrome 

T h e  long QT syndrome (LQT) is a familial 
predisposition to sudden death from cardiac 
arrhythmias (1, 2). M. Keating et al. per- 
formed linkage analysis in a large Utah 
family and found that the disease was closely 
linked to the Harvey ras-1 (H-ras-1) locus 
on chromosome 1 1 (3). With the use of the 
probe pTBB-2 at the H-ras-1 oncogene, a 
logarithm of the likelihood ratio for linkage 
(lod score) of + 16.44 was obtained by Keat- 
ing et al. In a subsequent study (4), tight 
linkage of LQT to the H-ras-1 locus was 
found in six other small LQT families. The 
combined lod score from these two studies 
was +2 1.65 at a recombination fraction of 0. 

This tight linkage suggests that mutations at 
the H-ras-1 locus or at a closely linked locus 
resulted in LQT in the families studied. 

In view of the clinical heteroeeneitv and - 
possible genetic heterogeneity in this syn- 
drome, we analyzed a large Jewish family 
with a history of LQT. This family, whose 
origin is the island of Jerba near Tunis and 
whose members reside in Israel, is probably 
the largest family with LQT outside the 
United States. It comprises 13 1 individuals, 
of whom 28 have been affected (Fig. I). 

Clinical and electrocardiograuhic data 
u L 

collected over 7 years were available for 92 
family members and blood samples for 

Table 1. LQT status by age and gender. The QT interval was measured in standard lead II and 
corrected for heart rate with the use of the Bazett's formula (8). Multiple electrocard~ograms 
recorded over several years were available for most living family members. To account for the 
possible variab~lity over time in QT, per individual, QT, phenotypic cutoffs were applied to the mean 
QT, of all measured QT, intervals per individual. 

Demographic subset [mean QT, (in seconds)] 
Status 

Children Adult males Adult females 

Affected >0.46 >0.45 >0.47 
Unaffected <0.44 10.43 <0.45 
Equivocal 0.44 to 0.46 0.43 to 0.45 0.45 to 0.47 
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