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Beach Cusps as Self-organized Patterns 

B. T. Werner and T. M. Fink 
Computer simulations of flow and sediment transport in the swash zone on a beach 
demonstrate that a model that couples local flow acceleration and alongshore surface 
gradient is sufficient to produce uniformly spaced beach cusps. The characteristics of the 
simulated cusps and the conditions under which they form are in reasonable agreement 
with observations of natural cusps. The self-organization mechanism in the model is 
incompatible with an accepted model in which standing alongshore waves drive the regular 
pattern of erosion and deposition that gives rise to beach cusps. Because the models make 
similar predictions, it is concluded that currently available observational data are insufficient 
for discrimination between them. 

Beach cusps are uniformly spaced, arcuate 
scallops in sediment that form at the shore- 
ward edge of the episodically exposed por- 
tion of a beach known as the swash zone. 
Beach cusps and other regular topographic 
features in the nearshore, including ripples, 
megaripples, sand bars, ridges and runnels, 
sand waves, and swash marks (I) ,  have 
attracted investigation owing to their beau- 
ty, their effect on sediment transport, and 
their uniformity in the presence of complex 
interactions between waves, currents, and 
sediment. According to a widely accepted 
hypothesis, the form and spacing of beach 
cusps reflect a pattern of alongshore stand- 
ing waves on the beach ( 2 4 ) .  An altema- 
tive, physically incompatible model as- 
cribes cusp formation to feedback between 
swash flow and beach morphology. This 
model has been discounted partially be- 
cause of the difficulty of understanding how 
local interactions between fluid and sedi- 
ment lead to globally uniform patterns (4). 
Using computer simulations, we show that 
uniform beach cusps can develop by local 
flow-morphology feedback, examine the 
implications of this self-organization model, 
and demonstrate that the predictions of the 
standing wave and self-organization models 
are sufficiently similar that current data and 
observations cannot distinguish unambigu- 
ously between them. 

Beach cusps form on oceanic and lacus- 
trine beaches and in sediments ranging 
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from fine sand to cobbles. They result from 
a varying combination of accretion at cusp 
horns and erosion in the interjacent cusp 
bays (1). Cusps are typically spaced 10 cm 
to 60 m apart (1). Beach cusp formation is 
favored under conditions of surging, non- 
breaking waves of near-normal incidence 
on steep (usually coarse-grained) beaches 
(1, 5). Swash runs up a beach without cusps 
as a thinning, often irregular sheet. On a 
cuspate beach, runup is deflected by horns 
toward bays and from there flows seaward as 
runout. 

In the self-organization model, incipient 
topographic depressions in a beach are am- 
plified by attracting and accelerating water 
flow, thereby enhancing erosion (Fig. 1A) 
(5). Dean and Maurmeyer (6) related well- 
developed beach cusp spacing to the swash 
excursion, the horizontal distance between 
the highest and lowest positions of the 
swash front on a beach, by considering the 
kinematical trajectory of elastic particles 
sliding on the surface of a cusp. 

In contrast, according to the standing- 
wave model. the Dattern of erosion and 
deposition of sediment leading to beach 
cusps originates with the flow patterns of 
alongshore standing waves ( 2 4 ,  7, 8), 
generally taken to be subharmonic edge 
waves (Fig. lB), which are trapped waves 
with half the frequency of incident waves. 
The standing wave model successfully pre- 
dicts beach cusp spacing as a function of 
incident wave frequency and beach slope 
within about a factor of 2 (4, 9) (compati- 
ble with uncertainties in model input pa- 
rameters). In addition, standing waves in- 
duce cusp formation in sand at the swash 
zone margin on a laboratory concrete beach 

(3). However, because subharmonic edge 
waves decav stronelv within one incident " ,  
wavelength of the shore, they are difficult 
to detect. Standine subharmonic edee - - 
waves have not been observed unambigu- 
ously in conjunction with beach cusp for- 
mation in the field (1 0). 

Our simulation algorithm uses a simpli- 
fied model of coupled flow, sediment trans- 
port, and morphology change with the goal 
of simulating the evolution of cus~s from - 
arbitrary initial morphology. In contrast, 
earlier models considered wave and fluid 
flow interactions with a plane (3, 7) or a 
regular cuspate beach (6, 8) only. We are 
able to investigate the development of uni- 
form cusps, rather than postulating their 
uniformity and general form, and to simu- 
late explicitly conditions under which cusps 
do not form. 

Our model treats only the kinematics in 
gravity of swash flow over a beach (6), 
without directly considering the hydrody- 
namics of swash. This approximation is 
supported by an inviscid calculation (1 1) 
and laboratorv measurements (12) on the 
motion of the'swash front (the leading edge 
of the swash). Flow is simulated bv cubical 
water partidles, representing the swash 
front, that move according to Newton's 
laws in gravity (the kinematical equations) 
and are constrained to remain on the sur- 
face of the beach. For example, water par- 
ticles move on parabolas in the swash zone 
on a plane beach (Fig. 2A). In addition to 
the gravitational force, water particles are 
repelled from regions of high water particle 
concentration and are attracted toward re- 
gions of low concentration in a simplified 
approximation to flow caused by pressure 
gradients induced bv the sea surface. 
- The simulated beach is composed of 
thin, square slabs of sediment stacked on a 
rectangular grid of square cells with periodic 
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Fig. 1. Self-organization and standing wave 
models. Seaward is down. Bold lines are beach 
contours. (A) (Left) Deflection of swash flow by 
incipient topographic depression causing fur-  
ther erosion; (right) swash zone circulation in 
equilibrium with beach cusps (6). (B) Align- 
ment of beach cusps and sinusoidal variation in 
the swash front caused by subharmonic edge 
waves shown at two consecutive swash cycles 
as broken and solid lines (3). Nodes in the 
swash excursion align with cusp horns. 
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boundary conditions in the alongshore di- 
rection. The water particles erode, trans- 
port, and deposit sediment slabs according 
to a sediment carrying capacity that varies 
as the square of the water particle velocity. 
Thus, sediment flux is proportional to the 
cube of flow velocity, in agreement with 
many bedload transport theories (1 3). Wa- 
ter particles deposit sediment slabs in the 
cell they occupy when decelerating and 
erode sediment when accelerating. If depo- 
sition of a sediment slab increases the local 
beach slope beyond a maximum angle of 
repose, the slab is moved down the steepest 
gradient until no surface angle exceeds the 
angle of repose. So that erosion and depo- 
sition are distributed beyond the cells that 
contain water particles, the elevation of a 
cell occupied by a water particle and the 
elevations of the surrounding region are 
smoothed by rearranging the sediment slabs 
to minimize local variation from a plane. 
Velocity-dependent erosion and deposition 
tend to increase relief, whereas smoothing 
and enforcement of the angle of repose 
decrease slopes and communicate elevation 
changes among nearby cells. 

The simulation begins with an along- 
shore line of water particles at the seaward 
edge of a plane beach (Fig. 2A). The water 
particles initially are given a nearly uniform 
shoreward velocity (= -, where g 
is the acceleration of gravity, tanp is the 
beach slove. and S is the cross-shore swash . - 
excursion) that remains constant until the 

particles reach a specified beach elevation 
that demarcates the seaward edge of the 
swash zone. For a smooth transition to the 
swash zone, the sediment carrying capacity 
varies linearly with elevation to a maximum 
value at the bottom of the swash zone. In 
the swash zone, water particle motion and 
sediment transport are as described above. 
After moving seaward of the swash zone, 
water particles again travel at constant ve- 
locity and their carrying capacity is propor- 
tional to elevation. Each iteration of this 
procedure represents a swash cycle. Defi- 
ciencies in this approach include the as- 
sumption that flow and sediment transport 
in the swash zone can be described ade- 
quately by motion at the swash front and 
that the interaction between the runout of 
one swash cycle and the runup of the next 
can be ignored (6). 

The development of uniformly spaced 
simulated beach cusps from a plane beach 
requires 50 to 1000 swash cycles (corre- 
sponding to roughly 0.1 to 3 hours for 10-s 
waves), depending on cusp spacing and the 
parameters chosen (Fig. 2). Cusp formation 
is robust to changes in parameters and 
alterations to the specific form of the algo- 
rithm; for example, elimination of water 
particle interactions, changes to the sedi- 
ment transport law, the introduction of 
energy dissipation, or the use of an algo- 
rithm in which water particles move 
straight up the beach and follow the steep- 
est gradient down the beach all result in 

cuspate forms with a regular spacing that 
varies bv less than a factor of 3. Deltas form 
offshore of cusp bays, and depressions form 
offshore of cusp horns (Fig. 2B), as observed 
on natural cusps (5). 

Simulated beach cusps develop through 
a combination of (i) positive feedback be- 
tween morphology and flow that creates 
incipient relief and (ii) negative feedback 
that inhibits net deposition or erosion on 
well-formed cusps. Random alongshore to- 
pographic depressions form in the initially 
plane beach as a result of slightly different 
initial water particle trajectories or the ran- 
dom order in which the algorithm moves 
water particles and deposits or erodes sedi- 
ment. Depressions cause acceleration of the 
water particles, resulting in enhanced ero- 
sion and an increase in relief. For example, 
on a beach with a 5" slope, depressions with 
local slope variations more than 0.5" in- 
crease in depth. Erosion of topographic 
lows occurs preferentially on the runout. 
Similarly, swash particles that move over 
topographic highs decelerate and deposit 
sediment, preferentially on the runup. To- 
pographic lows can evolve to cusp bays, and 
topographic highs to cusp horns. Commu- 
nication of surface gradients by smoothing 
and by interactions between water particles 
facilitates the establishment of regular 
cusps. This spontaneous development of a 
global cusp pattern through local interac- 
tions is characteristic of self-oreanization. - 

On simulated cusps, the swash circula- 
tion vattem resembles that on natural 

Fig. 2. Simulated beach cusp development from a plane beach in a 400 cell by 180 cell simulation. 
Seaward is down. Bottoms of swash zones are marked by blue lines on both sides. Sediment slab 
dimensions, 0.1 m by 0.1 m by 0.0005 m; beach slope, 10"; S = 1.8 m; and f = 2.5. On a plane 
beach, each water particle deposits a layer of sediment 6 mm thick on runup and erodes a 6-mm 
layer on runout. On average, a five cell by five cell area surrounding a water particle is smoothed 
each time it moves over a new cell. (A) Initial plane beach with water particles at bottom in blue. 
Water particle trajectories shown are linear seaward of the swash zone and parabolic in the swash 
zone. (B) Initial development of morphology after 100 swash cycles. Regions of erosion (from the 
initial plane beach) are shown in red and regions of deposition are in green. Note deposition 
offshore of cusp bays and erosion offshore of cusp horns. (C) Uniformly spaced beach cusps after 
250 swash cycles. Trajectories of water particles deflected from horns to bays are shown in blue. 

Swash excursion (m) 

Fig. 3. Measured mean beach cusp spacing 
versus measured swash excursion for simulat- 
ed cusps. Swash excursion was changed by 
varying the beach slope (triangles) and initial 
runup velocity (squares). Simulated beach 
cusp spacing varies linearly with swash excur- 
sion. Solid line shows best fit with slope f = 1.7, 
in agreement with one value, 1.6, obtained from 
natural cusps (6). Dashed line shows predic- 
tion of subharmonic edge wave model with E = 
3. Uncertainties arising from finite simulation 
size give error bars (calculated as mean spac- 
ing divided by number of cusps). 
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erosion or deposition at all points on the 
cusp. In the simulations, cross-shore cusp 
dimension is equal to the horizontal swash 
excursion S. Steadv-state beach cuso soac- . A 

ing, A,,, is observed to be proportional to S 
(Fig. 3). This result agrees with field obser- 
vations and the swash circulation model of 
Dean and Maurmeyer (6; see also 14). The 
slope of the line is a geometrical parameter, 
f, the ratio of cusp spacing to swash excur- 
sion. The value off varies with the details of 
the algorithm, including water particle in- 
teractions and smoothine. but lies between 1 u, 

and 3 for simulated cusps. This ratio is not a 
free parameter of the model (1 5). 

A simple scaling argument can be used 
to explain why f = X,,/S is constant for 
given flow and sediment transport charac- 
teristics. The traiectories of water oarticles 
obeying the kinematical equations are in- 
dependent of scale (A,,) for geometrically 
similar cusps (constant f). Additionally, the 
net erosion per unit length of travel by a 
water particle, 2qsinP1, is independent of 
scale, where tanp' is the beach gradient 
projected along the water particle trajecto- 
ry, the sediment carrying capacity (C = 
avZ) defines a, and u is the water particle 
velocity (1 6). This scale independence im- 
plies that if cusps with a particular spacing 
(A,,) and shape (f) are stable (zero net 
erosion), cusps with a different spacing 
(A:) and the same shape (f* = f = X,*,/S*) 
also are stable. Therefore. stable cusos of 
different sizes can have the same shape, and 
f is a constant. Viscous or turbulent energy 
losses and swash percolation into a porous 
beach can cause a dependence off on S. 

The agreement between predicted and 
observed cusp spacing has been cited as 
evidence in favor of the standing wave 
model (4). However, the parameters in the 
standing wave and self-organization models 
can be related so that the two models 
predict a cusp spacing that differs only by a 
factor close to 1. The subharmonic edge 
wave model predicts that cusp spacing is 
A,, = ( s i n p / ~ ) ~ T f ;  (3), where Ti is the 
incident wave period. The self-organization 
model predicts that spacing is A,, = fS. The 
quantity S increases linearly with offshore 
wave am~litude but saturates as a result of 
wave breaking at a value specified by the 
dimensionless relation E = 2.rr2Sl(tanf!gT~) 
(1 7, 1 8). At saturation, the parameter E is 
between 2 and 3 for laboratory measure- 
ments (1 7, 1 9) and in the range 2 to 12 on 
a natural beach (20). For saturated or near- 
saturated swash, the ratio X,,/X,, = fsl 
(2rcosp) is a constant close to 1. There- 
fore, measurements of cusp spacing cannot 
be used to discriminate between the two 
models without more precise measurements 
off, E, and p during cusp formation and a 
theoretical assessment of the limitation to 
monochromatic waves on the predictions of 

the edge wave model, both of which are 
lacking. 

Any model that can explain beach cusp 
formation should also be able to predict 
conditions under which beach cusps do not 
form, particularly because cusps are rare on 
most beaches. Beach cusps tend to form 
with normally incident, nonbreaking waves 
and high beach slopes, all conditions con- 
ducive to the development of standing sub- 
harmonic edge waves. Computer-simulated 
cusps develop only at small water particle 
angles incident on the beach (for example, 
less than 10" on a beach with a 5" slope) 
because at higher incident angles, initial 
channels (incipient bays) formed on runout 
cross and obliterate mounds of deposition 
(incipient horns) formed on runup. Cusp 
formation on beaches with low slopes (P < 
1.5" for the parameters used in Fig. 2) is 
suppressed in the simulations because dep- 
osition and erosion of sediment in a single 
swash cycle is spread out over a distance 
larger than that for steeper beaches. As a 
result, local depressions that form are too 
small for significant deflection of water par- 
ticles and the consequent positive feedback 
growth of incipient relief. One effect of 
breaking waves is turbulence in the surf and 
swash zones that can cause random fluctu- 
ations in swash flow. Simulated cusp initi- 
ation is hindered by the application of 
random forces to water particles when the 
magnitudes and durations of these forces are 
similar to the gravitational forces that at- 
tract swash particles toward incipient relief. 
Therefore, both standing wave and self- 
organization models can explain qualita- 
tively the conditions under which beach 
cusps do not form. 

The development of beach cusps is be- 
lieved to damp the amplitude of subhar- 
monic edge waves. It has been argued that 
this damping is the mechanism for stabili- 
zation of beach cusps (8) or that edge waves 
provide only the initial perturbation for 
cusps, which thereafter are formed (with a 
spacing corresponding to the edge wave- 
length) by feedback between flow and mor- 
phology (4). To test whether cusps will 
form by flow-morphology feedback at a 
spacing determined by edge waves, we cre- 
ated in our model cuspate features in the 
beach with uniform spacing unrelated to 
swash excursion (such as could be formed 
by edge waves) and subjected them to 
hundreds of swash cycles. Cusps reformed at 
the spacing predicted by the self-organiza- 
tion model (proportional to swash excur- 
sion). The conditions that are necessary for 
self-organized cusp formation, coupling be- 
tween alongshore surface gradients and 
flow, are unfavorable for cusp formation in 
the standing wave model. Therefore, we 
conclude that the standing wave and self- 
organization mechanisms are incompatible. 

In the standing wave model, it is assumed 
that flow and the resulting sediment trans- " 
port are driven by gradients in sea-surface 
elevation (morphology) that arise from wave 
patterns. The self-organization model relies 
on a coupling between flow and bottom 
morphology. Remarkably, these two incom- 
patible, physically distinct mechanisms lead 
to similar predictions for spacing and forma- 
tion conditions of beach cusps over a wide 
range of scales. Discrimination between the 
two mechanisms likely will require detailed 
observations of morphology and swash flow 
during cusp formation. 
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Bivalve Extinctions centrated at that event. Although dilution 
by extinction within the Maastrichtian is 
probably minor, the interval does encom- 
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Analysis of the end-Cretaceous mass extinction, based on 351 4 occurrences of 340 genera of inoceramids and rudists, may have pre- 
of marine bivalves (Mollusca), suggests that extinction intensities were uniformly global; ceded the K-T event and thus would blur 
no latitudinal gradients or other geographic patterns are detected. Elevated extinction our results. 
intensities in some tropical areas are entirely a result of the distribution of one extinct group The choice of an extinction metric for 
of highly specialized bivalves, the rudists. When rudists are omitted, intensities at those the analysis is critical. Ideally, Cretaceous 
localities are statistically indistinguishable from those of both the rudist-free tropics and assemblages should be compared with those 
extratropical localities. in the immediately younger Tertiary depos- 

its of the same area. However, there are so 
few truly continuous sequences across the 
K-T boundary, with comparable habitats 

T h e  Cretaceous-Tertiary (K-T) mass ex- support the inferred latitudinal gradient in and fossil preservation, that the usable sam- 
tinction marked the end of the Cretaceous K-T extinctions (3). ple is far too small to be robust. Therefore, 
period and the Mesozoic era and caused a Most of the 106 assemblages were drawn extinction was quantified as the proportion 
60 to 80% reduction in global biodiversity originally from published sources (4) but of genera found in an assemblage, or local 
at the species level (1). This extinction is were subjected to an updating and evalua- group of assemblages, that suffered global 
far better documented than any other such tion procedure, including consultations extinction in the final stage of the Creta- 
event in the geologic past and thus provides with experts on subgroups or specific geo- ceous. This metric has the advantage of 
the best opportunity to explore environ- graphic areas and examination of museum making use of the excellent compilations of 
mental or other stresses that can cause mass collections (where possible), in order to global extinctions for the K-T boundary 
extinction. Comparison of victims and sur- minimize taxonomic and stratigraphic in- (6), but it has the disadvantage that genera 
vivors with regard to their habitats, physi- consistencies. Species in lists from the older may die out in one area, perhaps a hot spot, 
ologies, and geographic distributions should literature were shifted according to modern yet survive globally because they also lived 
aid understanding of the causes and nature genus definitions, and some local names outside the area. These genera would be 
of this extinction. Here, we explore geo- were eliminated. labeled survivors; thus, the actual species 
graphic patterns in the K-T extinction us- We did not attempt to subdivide the kill in the local area would be underestimat- 
ing a global analysis of marine bivalves Maastrichtian interval in this analysis. Fin- ed. However, endemism in our database is 
(Mollusca). We evaluate whether there er stratigraphic resolution would be valu- sufficiently pronounced (22% in North 
were local "hot spots" (2) of extinction, 
whether one hemisphere was affected more 
or less severely, and whether there were 
regular latitudinal or other gradients. 

The K-T extinction has often been por- 
trayed as more severe in the tropics than in 
temperate or polar regions (3), although 
paleontologic data on this point have been 
sparse and taxonomically scattered. Our 
database contains 3514 occurrences of 340 
genera of bivalve mollusks from 106 assem- 
blages of Maastrichtian (uppermost Creta- 
ceous) marine fossils (Fig. 1). We chose 
bivalves because they were an important 
component of Cretaceous marine bottom 
communities, their taxonomy is well 
known and reasonably stable, and their 
average extinction rate is well suited for 
statistical analysis (63% of Maastrichtian 
bivalve genera did not survive into the 
Tertiary period). Few other biologic groups 
have these qualifications. Furthermore, bi- 
valve data have been used extensively to 
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Department of the Geophysical Sciences, University Fig. 1. Sample sizes in the 57 10' latitude-longitude blocks that contain one or more of the 106 
of Chicago, 5734 Ellis Avenue, Chicago, IL 60637. bivalve assemblages (20), plotted on Maastrichtian geography. Rudists are included. 
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