
pressure-volume @V) work. 
The pressure-induced amorphization of 

R-A1,Li3Cu supports a suggestion of a struc- 
tural relation between quasi-crystals and 
amorphous metals. Nelson and Spaepen 
have suggested that the ordering in quasi- 
crystals and metallic glasses is based on 
polytetrahedral packings like the icosahe- 
dron (1 7). This relation can be shown by 
examining the close structural relation u 

among crystalline R-A1,Li3Cu, quasi-crys- 
talline i-A16Li3Cu, and the pressure-in- 
duced amorphous phase of R-A1,Li3Cu 
(24). Extended x-ray absorption fine struc- 
ture (EXAFS) measurements show that the 
icosahedral clusters in the auasi-crvstal 
i-A16Li,Cu are similar to those'in its crys- 
talline counterpart R-A1,Li3Cu except that 
they are more locally ordered (25). Single- 
crystal structural refinements of i-A16Li3Cu 
show the same atomic shells as in the 
R-phase (26). The measurements reported 
here suggest that the amorphous metallic 
phase R-Al5Li3Cu created by compression 
has the topology of the crystalline R-phase, 
with more nearly perfect local icosahedral 
order. In addition, i-A16Li3Cu shows be- 
havior similar to that of the crystalline 
R-phase when compressed; it undergoes a 
phase transition by way of a disordered state 
(27). These observations provide support 
for a close structural relation between the 
quasi-crystalline i-phase and the pressure- 
amorohized R-vhase. 

Our results show that we can produce an 
amorphous metal, at ambient temperature, 
by compression. Because the change is 
largely isoconfigurational, the amorphous 
state arises from the disordering of the 
disclination lines of a Frank-Kasoer uhase. * .  

Thus, the order present in the amorphous 
state can be described in a curved or higher - 
dimensional space. The pressure-amor- 
phized material is not necessarily a glass in 
the traditional sense: A glass is formed by 
the continuous solidification from the melt 
and exhibits a glass transition (10, 28). 
How is this pressure-amorphized material 
related to an amorphous metal produced by 
quenching from the melt? We speculate 
that it is an "ideal" glassv state and that - ,  

melt-quenched metals are, owing to kinetic 
constraints, defective forms of amorphous 
materials formed by projections from curved 
space (29). 
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Velocity Structure of a Gas Hydrate Reflector 
Satish C. Singh, Timothy A. Minshull, George D. Spence 

Seismic reflection profiles across many continental margins have imaged bottom-simu- 
lating reflectors (BSRs) parallel to the seabed; these are often interpreted as the base of 
a zone in which methane hydrate "ice" is stable. Waveform inversion of seismic reflection 
data can be used to estimate from seismic data worldwide the velocity structure of a BSR 
and its thickness. A test of this method at a drill site of the Ocean Drilling Program predicts 
that sediment pores beneath the BSR contain free methane for approximately 30 meters. 
The hydrate and underlying gas represent a large global reservoir of methane, which may 
have economic importance and may influence global climate. 

Bottom-simulating reflectors (BSRs) are many continental margins. They are most 
found in the upper few hundred meters of often found in accretionary sediment prisms 
ocean bottom sediments on and adjacent to at convergent continental margins. BSRs 

have been widelv interoreted as marking - 
S. C. Singh, British Institutions Reflection Profiling the base of the Zone in which methane 
Syndicate, Bullard Laboratories, University of Cam- hydrate is stable ( I ) ;  methane hydrate sta- 
bridge, Madingley Road, Cambridge CB3 OEZ, United biliN is temperature-controlled 
,,:--AA- nlrlyuulrl. 
T. A. Minshull, Bullard Laboratories, University of Cam- under thise conditions -and therefore the 
bridge, Madingley Road, Cambridge CB3 OEZ, United base of this zone follows local isotherms. As 
Kingdom. 
G. D. Spence, School of Ocean and Earth Sciences, 

such, BSRs have been used to estimate 
University of Victoria, Victoria, British Columbia V8W thermal gradient and hence heat flow (2, 
2YZ, Canada. 3). However, BSRs have wider significance 
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because the methane gas trapped within 
and beneath hydrates may be economically 
important (4, 5), and formation or break- 
down of these hydrates may play a role in 
global climate change (5, 6). 

An estimate of the physical properties of 
such reflectors can be obtained from multi- 
channel seismic reflection data (7-9). Most 
researchers have modeled B S R S ' ~ ~  oiiginat- 
ing from the impedance contrast between 
partially hydrate saturated sediments above 
and partially gas saturated sediments below 
(7, 8), but a recent study (9) suggested that 
the presence of gas is not required and that 
the impedance contrast that generates the 
BSR is between high-velocity hydrated sed- 
iments above and water-saturated sedi- 
ments below. This suggestion was based on 
a detailed study of high-quality reflection 
data collected in 1989 over the Cascadia 
subduction zone margin west of Vancouver 
Island (Fig. 1) (lo), where the BSR is 
continuous for several tens of kilometers 
(11). However, conventional synthetic 
seismogram modeling cannot distinguish 
these two models. The models can be dif- 
ferentiated by drilling, and this was one 
goal of the Ocean Drilling Program (ODP) 
Leg 146 in October 1992, but identifying 
BSRs globally by drilling is prohibitive. 
Here. we show that waveform inversion of 
seismic reflection data can also distinguish 
the models and provide tight constraints on 
the thickness of a gaseous zone beneath the 
BSR. 

Waveform inversion consists of mini- 
mizing the difference (misfit) between field 
seismic data and synthetic data sample by 
sample. As the misfit function for wave- 
forms is highly nonlinear, the only way to 
be sure that the global minimum is reached 
(to find the unique model) is to use a Monte 
Carlo (random) search. This approach is 
feasible if the number of unknown parame- 
ters is not too large (12). If it is, as is often 
the case with the seismic inverse problems, 
it is extremely expensive to use a Monte 
Carlo search to optimize for a single misfit 
function over the whole model space. How- 
ever, such problems may be broken down 
by use of both a Monte Carlo technique, 
with few parameters, to locate the global 
minimum and a more local technique, with 
many parameters, to descend into it. Such 
an approach has been recently implement- 
ed for seismic reflection data transformed 
into slowness (1 3. 14). We used this tech- . , -, 

nique first to estimate the long wavelengths 
of velocity variation using a random search 
and then to estimate the short wavelengths 
of velocity and density variation using a 
nonlinear local search (15). 

~ . -, 
We applied the inversion to a portion of 

the data set analyzed by Hyndman and 
Spence (9, 16) at drill site VI-5, where the 
seabed and BSR are horizontal (Fig. 2) (as 

required by our inversion method). The 
inversion consisted of three steps. In the 
first, we estimated the root-mean-square 
velocity for three prominent reflectors by 
maximizing the energy within a 120-ms 
window centered on the reflector. The re- 
flectors chosen were the seabed, the BSR, 
and a reflector beneath the BSR at a two- 

way travel time of 2.23 s (Fig. 3). We 
computed upper and lower limits on the 
root-mean-square velocities, and hence on 
the individual layer velocities, using the 
curvature of the energy and the value of the 
minimum energy (1 7). In the second step, 
we explored the model space between the 
layer velocity limits for all three velocities 

128"OO' 126W' Fig. 1. Location of the multichan- 
nel seismic reflection profile in the 
vicinity of ODP drill site VI-5, off- 
shore from Vancouver Island, 
Canada (9). The data used in the 
study are from profile 89-08 at the 
black dot, which also denotes the 
drill site. 

3400 3300 CYPnunkr 3200 

Fig. 2. Part of the stacked seismic section of line profile 89-08, showing a high-amplitude BSR at a 
two-way travel time of -2 s. Drill site VI-5 and alternative site VI-5A are also marked. 

Fig. 3. Seismograms (green) used in the inversion and synthetic seismograms (red) generated from 
our best inverted model (Fig. 4F). Arrows at the time axis mark reflectors used for steps 1 and 2 of 
the inversion. 
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simultaneously. We began with 50 random 
models, and in each iteration one parame- 
ter was randomly changed (1 8). The new 
model was accepted if the energy was in- 
creased by the change. After 100 iterations, 
the models had converged to a few local 
minima. Then we performed a local opti- 
mization (simplex method) starting from 
the final 50 models of the random search to 
arrive at the global minimum. The models 
converged rapidly to velocities of 1.477, 
1.725, and 1.795 km/s for the three inter- 
vals (representing the water column and 
sediments above and below the BSR). The 
velocity beneath the reflector at 2.23 s was 
arbitrarily set to 2.0 km/s, and the resulting 
four-layer model was smoothed (Fig. 4A, 
dashed curve). Finally, the velocity imme- 
diately beneath the seabed, at a depth of 
1.288 km, was adjusted to give a seabed 
reflection coefficient of 0.3, consistent with 
the ratio of the amplitude of the second 
seabed reflection to the first seabed reflec- 
tion and with the value given by Hyndman 
and Spence (9). The data were then Fou- 
rier-transformed to the frequency domain. 
At this stage, corrections were made for the 
directional effects of the source and receiv- 
er, including the effect of reflections from 
the sea surface. 

In the third step of the inversion, we 
minimized the misfit function using a con- 
jugate-gradient method (1 5), starting from 
the velocity model derived in the last step. 
We calculated synthetic seismograms for a 
horizontally layered model using the gener- 
alized reflection transmission matrix meth- 
od (19) and estimated a source wavelet 
from the seabed reflection. We used 45 
traces with a slowness of 0.06 to 0.50 s/km. 

We derived the shear (S) wave velocity 
from the starting compressional (P) wave 
velocity using a Poisson ratio of 0.4 [appro- 
priate for oceanic sediments at depths of 
several hundred meters (20)l; the S-wave 
velocity was kept constant throughout the 
inversion Drocess. S-wave velocities are in- 
sensitive to gas saturation (21), and this 
approach gives us the correct, reduced Pois- 
son ratio in a P-wave, low-velocity zone 
caused by the presence of gas. We also 
derived the density from the starting 
P-wave velocity using Hamilton's (22) re- 
lation and then allowed it to vary in the 
inversion. 

The inversion consisted of four runs 
with different ranges of frequency and slow- 
ness (23). The final cross-correlations be- 

\ ,  

tween the data and synthetic seismograms 
for the 1 l th  and 45th traces were 81.0% 
and 92.2%, respectively. The inverted ve- 
locity model (Fig. 4A, solid curve) consist- 
ed of a step at the seabed and a low-velocity 
zone beneath the BSR. The P-wave veloc- 
ity immediately below the BSR was 1.58 
kmls (Fig. 4A, solid curve), the S-wave 
velocity was 0.723 km/s, and the density 
was 1.6 kg/m3. 

The misfit changed little between suc- 
u 

cessive iterations of the foutth run, which 
indicates convergence to a minimum of the 
misfit. Although the final model is in the 
global .minimum for the long wavelength 
variations in velocity derived in the second 
step of the inversion, there is a possibility 
that it could be in a local minimum for the 
short wavelength variations in velocity. 
Therefore, to further refine our model and 
test the validity of various candidate models 
for the BSR, -we performed a set of inver- 

Velocity (kmls) 

Fig. 4. Velocity profiles. (A) Starting (dashed curve) velocity model after step 2 of the inversion and 
final velocity model (solid curve) after run four. The final velocity model also contains short 
wavelengths of velocity variation. The BSR is at a depth of 1.54 krn, 240 rn below the sea floor, and 
has a P-wave velocity of 1.58 krnis. Starting models in the vicinity of the BSR (dashed curves) are 
shown in (0) through (G), in addition to their results (solid curves) after five iterations of the inversion. 
(B) A 32-rn-thick hydrate zone with a linear velocity gradient. (C) A 24-rn-thick hydrate zone with a 
linear velocity gradient underlain by an 8-rn-thick gaseous zone. (D) A 16-rn-thick gaseous zone 
with velocity 1.4 krnis. (E) A 24-rn-thick gaseous zone. (F) A 32-rn-thick gaseous zone. (G) A 
40-rn-thick gaseous zone. The numbers in the corners indicate the ratio of the misfit for the solid 
model to that for the solid model of (A). 

sions by replacing the velocity in a 100-m 
zone in the vicinity of the BSR with various 
different possible models, of which six are 
shown (Fig. 4, B to G). Starting from these 
models, we performed five iterations of the 
inversion. The models converged to differ- 
ent local minima, in each case close to the 
starting model. The best waveform fit (Fig. 
3, red seismograms) was obtained for the 
fifth model (Fig. 4F) with a 32-m, low- 
velocity zone beneath the BSR and a veloc- 
ity of about 1.4 km/s within this zone. Only 
this model gave a better fit than the result 
shown in Fig. 4A. The worst fit was ob- 
tained for the first model (Fig. 4B$, with no 
low-velocity zone. The cross-correlations 
between the data and synthetic seismo- 
grams for the 45th trace were 69.4% and 
93.5% for the first and the fifth models, 
respectively. 

This difference means that within the 
constraints of our parameterization, we can 
be confident both of the existence of a 
low-velocity zone beneath the BSR and 
that it is approximately 30 m thick. The fit 
between the data and synthetic seismo- 
grams was good, particularly near the BSR 
and the seabed. The synthetic seismograms 
match the data, sample by sample, for all 
signals that are coherent over the full range 
of slownesses (Fig. 3). Uncertainty in the 
absolute value of the P-wave velocity be- 
neath the BSR arises because of the mild 
frequency dependence of the seabed reflec- 
tion coefficient and because the velocity- 
density relation used may not be appropri- 
ate immediately above the BSR, where 
hydrate is predicted to be present, or below 
it, where gas is predicted. However, the 
value of the P-wave velocity in the low- 
velocity zone should be 1.3 to 1.5 km/s. 
This indicates that at least -1% gas is 
present in the pore space, but we cannot 
estimate the exact degree of gas saturation; 
the P-wave velocity drops abruptly in the 
presence of small quantities of gas, then 
changes little as the gas saturation increases 
(21), so the gas saturation could be from 
1% to 100%. 

A similar waveform inversion was per- 
formed for seismic reflection data offshore 
from the Pacific coast of Colombia, South 
America (24). These data exfibit wide- 
spread BSRs in the accretionary prism.'The 
BSRs extend for about 100 km from water 
depths of 1.25 to 3.00 km. The amplitude 
of the BSR is variable but in many places is 
even higher than the amplitude of the 
seabed reflection. We inverted three com- 
mon midpoints (CMPs). In two cases, the 
BSR corresponds to -30-m-thick zone with 
a P-wave velocity of about 1.35 km/s (that 
is, the same as at drill site VI-5). 

These results indicate that the inver- 
sion technique can provide an accurate 
depth and velocity structure for BSRs; the 
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results could be useful for drilling, and we 
suggest that such an approach should be 
routinely applied to seismic data before 
drilling. If many BSRs are underlain by 
gas, methane must be present in sufficient 
concentrations to exceed its solubility at 
ocean bottom pressures. Such concentra- 
tions are not readily attained by in situ 
biogenic degradation of organic material 
(25). They may be attained by upwelling 
of free or dissolved methane generated at - 
depth or, alternatively, by thermal pertur- 
bations such as those caused by continued 
sedimentation, which cause the base of 
the zone of hydrate stability to rise 
through the sediment column. 

Although the insensitivity of velocity to 
gas saturatic above -1% does not allow 
tight constr~ nts to be placed on the degree 
of gas saturation beneath the BSR, we can 
be confident that gas is present and can 
estimate the thickness of the gaseous zone 

u 

(about 30 m in the areas we have studied). 
We can also estimate the quantity of hy- 
drate present immediately above the BSR- 
at the VI-5 site it appears to be small 
because the velocity increase is at most 
-5% above the background velocity (Fig. 
4A), which corresponds to a hydrate satu- 
ration of only -10%. The drilling results 
from site VI-5 will ~rovide a direct test of 
these estimates and allow the relation be- 
tween the seismic velocity and degree of gas 
or hydrate saturation to be investigated in 
detail. 

The amount of carbon stored in and 
beneath gas hydrates may exceed that in all 
fossil fuel deposits (5).  BSRs have been 
identified in at least 22 continental margin 
locations worldwide, and multichannel 
seismic reflection data have been acquired 
at many of these locations. As computers 
become faster and techniques are refined, 
one- and two-dimensional inversion 
schemes should routinely be applied to large 
multichannel data sets and ultimatelv 
should be able to put well-constrained 
quantitative limits on the global methane 
resource stored immediately above and be- 
low the BSR. 
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Impairment of V(D)J Recombination in 
Double-Strand Break Repair Mutants 

Guillermo E. Taccioli, Gary Rathbun, Eugene Oltz, 
Thomas Stamato, Penny A. Jeggo, Frederick W. Alt 

Cells maintain the integrity of their genome through an intricate network of repair systems 
that recognize and remove lesions from DNA. The only known site-directed recombination 
process in vertebrates is the V(D)J recombination of lymphocyte antigen receptor genes. 
A large panel of cell lines deficient in DNA repair were tested for the ability to perform V(D)J 
recombination after introduction of the RAG-1 and RAG-2 genes. Two mutants failed to 
generate normal V(D)J recombination, and further analysis provided evidence for two 
distinct nonlymphoid-specific genes that encode factors involved in both DNA repair and 
V(D)J recombination. 

V ( D ) J  recombination is a complex reac- 
tion that likely involves numerous activi- 
ties. These include recognition of con- 
served heptamer-spacer-nonamer sequences 
(RS sequences) that flank germline V, D, 
or J segments, introduction of site-specific 
double-strand breaks between the elements 
to be joined and the RS sequences, poten- 
tial deletion, with or without addition of 
nucleotides, at coding junctions, and poly- 
merization and ligation activities [ ( l )  and 
Fig. 1, A to C]. The differential processing 
of the coding and RS joins is an unusual 
aspect of V(D) J recombination. Nucleo- 
tides are frequently lost from the former but 
not the latter. 
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Two genes, recombination activation 
genes 1 and 2 (RAG-1 and RAG-2), have 
been identified that, when expressed simul- 
taneously in a nonlymphoid mammalian 
cell, generate V(D)J recombinase activity 
(2). The RAG genes either encode or acti- 
vate the tissue-specific activities necessary 
for initiation of V(D) J recombination (1 ) . 
By analogy to site-specific recombination 
systems of yeast and bacteria, the specific 
components of V(D)J recombinase may re; 
cruit ubiquitously expressed cellula~activi- 
ties to perform certain aspects of the reac- 
tion. One such activity may be encoded by 
the geneaffected by the mouse severe com- 
bined immune deficient (SCID) mutation 
(3); homozygous scid mutants are impaired 
in one of the terminal steps of V(D)J 
recombination (4) and also have a defect in 
double-strand DNA break repair (DSBR) in 
lymphoid and nonlymphoid cells (5). 

To test whether or not DNA repair 
processes and V(D)J recombination share 
common factors, we assayed a number of 
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