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A Three-Dimensional View of Precursor Messenger 
RNA Metabolism Within the Mammalian Nucleus 

Kenneth C. Carter, Douglas Bowman, Walter Carrington, 
Kevin Fogarty, John A. McNeil, Fredric S. Fay, 

Jeanne Bentley Lawrence* 
A quantitative three-dimensional analysis of nuclear components involved in precursor 
messenger RNA metabolism was performed with a combination of fluorescence hybrid- 
ization, immunofluorescence, and digital imaging microscopy. Polyadenylate [poly(A)] 
RNA-rich transcript domains were discrete, internal nuclear regions that formed aventrally 
positioned horizontal array in monolayer cells. A dimmer, sometimes strand-like, poIy(A) 
RNA signal was dispersed throughout the nucleoplasm. Spliceosome assembly factor 
SC-35 localized within the center of individual domains. These data support a nuclear 
model in which there is a specific topological arrangement of noncontiguous centers 
involved in precursor messenger RNA metabolism, from which RNA transport toward the 
nuclear envelope radiates. 

Nuclei  of higher eukaryotic cells must and processing of rRNA are confined to the 
transcribe, process, and selectively trans- nucleolus ( I ) ,  but the subnuclear location 
port several major classes of RNA including of metabolism for other RNA classes in- 
mRNA, ribosomal RNA (rRNA), tRNA, cluding precursor mRNA (pre-mRNA) re- 
and small nuclear RNA. The transcription mains unresolved (2-10). Recent evidence 
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has emerged for subnuclear regions that 
contain large amounts of different classes of 
RNAs and specific proteins involved in 
RNA metabolism (6-1 5). By fluorescence in 
situ hybridization (1 0) , we showed previous- 
ly that nuclear poly(A) RNA, which repre- 
sents approximately 90% of all pre-mRNA 
(1 6), has a clustered nuclear distribution 
that coincides with the distribution of small 
nuclear ribonucleoproteins (snRNPs) of the 
pre-mRNA splicing class (9); these snRNPs 
have long been known to exhibit a "speck- 
led" distribution pattern (6, 7). Both tran- 
scription and splicing of an individual RNA 
are associated with these poly(A) RNA-rich 
regions (1 7); this result raises the possibility 
that these regions contain clusters of active 
genes (9, 17, 18). 

As shown for immunofluorescence of 
nuclear pores (Fig. I), digital images from a 
standard wide-field microscope, when com- 
bined with an image restoration algorithm 
that removes out-of-focus light, allow for a 
highly accurate estimate of the molecular 
distribution of fluorescent samples and give 
the maximum spatial resolution obtainable 
by light microscopy (1 9). Here, we use this - .  . . 

approach to study the three-dimensional 
(3-D) nuclear topography of pre-mRNA 
metabolism primarily in human diploid fi- 
broblasts (HDFs) by specific detection of 
pre-mRNA, snRNPs, the non-snRNP 
splicing factor SC-35, nuclear pores, and 
total DNA (20). 

Three-dimensional analysis of poly(A) 
RNA distribution in HDFs showed regions 
of intense signal that had considerable sub- 
structure, along with regions of much dim- 
mer signal dispersed throughout the nucleo- 
plasm, excluding nucleoli (Fig. 2, A and 
B). There were both quantitative and qual- 
itative differences between these two popu- 
lations of poly(A) RNA. The concentra- 
tion of poly(A) RNA within the regions of 
intense signal was a minimum of tenfold 
and often several thousandfold higher than 
in the area encircling the region; thus, a 
flood-fill operation was used to define indi- 
vidual transcript domains (Fig. 2, E and F; 
these discrete domains were generally not 
connected by the dimmer dispersed signal). 
There were 20 to 40 such domains per 
nucleus, ranging in diameter from -0.5 to 
3 pm (areas of intense signal that were 
~ 0 . 5  pm in diameter were not designated 
as transcript domains). The splicing factor 
SC-35, shown to be highly concentrated in 
these regions (1 3), was even more discrete- 
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ly localized than poly(A) RNA and did not 
produce a dimmer signal dispersed through- 
out the nucleoplasm (Fig. 2, C, D, and G). 
However, some cells had tiny punctate 
SC-35 signals in addition to the larger 
domains. 

The distributions described above for 
poly(A) RNA and SC-35 were not unique 
to HDFs. Analyses of two different HDF 
strains (HDF and Detroit 551), HeLa cells, 
rat myoblast line L6 (all grown as monolay- 
er cultures), and the lymphoma cell line 
Namalwa (grown in suspension) with 
probes for poly (A) RNA, snRNPs, or SC- 
35 indicated that the discrete nature of 
these domains is a feature of many cell 
types. However, the pattern varied some- 
what depending on the cell type and met- 
abolic state of the cells. For example, the 
SC-35 distribution in HeLa cells was com- 
prised primarily of noncontiguous larger 
domains and often included smaller punc- 
tate signals (Fig. 2, H and I). Our results 
agree with previously reported two-di- 
mensional images showing "speckles" of 

Fig. 1. Image restoration and 
analyses of 3-D images of nu- 
clear pores. HDFs grown on 
cover slips were fixed in para- 
formaldehyde, and nuclear 
pores were visualized with a 
fluorochrome-conjugated an- 
tibody to the pore complex 
(31). A series of digitized im- 
ages was taken of a cell (z 
axis spacing = 0.2 pm), and 
an image restoration (decon- 
volution) algorithm was then 
used to estimate the true dis- 
tribution of the fluorescence 
in each plane (19, 20). This 
procedure permits visualiza- 
tion of the entire data set in 
three dimensions with out-of- 
focus light minimized and 
quantitative analysis of the 
fluorescence distribution. In 
(A) to (D), the original unproc- 
essed image is on the left and 
the restored image is on the 
right (arrowhead denotes one 

snRNPs (6, 7) that also contain SC-35 (1 3, 
21) but do not agree with previous 3-D 
analyses and the interpretation of this pat- 
tern as a "nucleoplasmic reticulum" that is 
contiguous from the nucleolus to the nucle- 
ar envelope (21, 22). This discrepancy is 
not a result of differences in fixation meth- 
ods (Fig. 2, H and I) but may be related to 
the enhanced quantitative capabilities and 
resolving power of the methods used here 
(23). The presence of a reticulum could 
sueeest that RNA metabolism does not .,., 
occur around discrete centers but instead 
occurs at any point along one continuous 
path involved in transport. In contrast, the 
independence of the domains we observed 
(which do not contact the nuclear enve- 
lope) suggests that there are centralized 
regions of RNA metabolism from which 
transport to the nuclear envelope radiates. 

Analyses of the 3-D topography of tran- 
script domains in HDFs showed that they 
were internally localized. In >95% of cells 
analyzed, they were aligned in a planar, 
horizontal array in the lower (ventral) por- 

of the fluorescent beads add- 
ed to samples as alignment markers; bar = 10 pm). (A and B) Nuclear pore distribution in two focal 
planes before and after image restoration. (C) The entire 3-D data set showing the distribution of 
nuclear pores in a single cell before and after image restoration. The cell is shown from the side. The 
blurring of the image is largely but not fully reversed by the image restoration algorithm. For the 
0.2-j.~m bead in this image, the full width at half maximum intensity after image restoration was 
approximately 0.60 pm in the z axis and 0.25 pm in the x-y axis [this is better resolution in all 
directions than can be obtained with a confocal microscope under optimal conditions (32)l. Both 
the bead and the nuclear pores look stretched in the zaxis, which reflects a lower resolution of the 
restored images in the z axis than in the x and y axes. The algorithm is capable of restoring the 
image of a fluorescent bead of defined size even more precisely; however, we generally chose a 
higher smoothness setting (a) to avoid introducing grainy noise that occurs when restoring the finest 
details of the faintest portions of the images. (D) Higher magnification view of the light distribution 
created by the bead in (B) and (C) in five focal planes 0.6 pm apart. Note the faithful restoration of 
the spherical central image plane of the bead. (E) Contour lines representing the nuclear border; the 
drawing of these lines was guided by restored computationally defined centers of fluorescence 
intensity for nuclear pores. 
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t ion of the nucleus, just below the midline separate cell lines grown as monolayer cul- mRNA metabolism was further investigated 
(Fig. 3) (24).  In many cells, transcript tures. Although there were slight variations by an examination of the relative distributions 
domains surrounded nucleoli and in some in their vertical position, individual tran- of poly(A) RNA, SC-35, snRNPs, and 
but not  all cases appeared to contact the script domains were never stacked o n  top o f  DNA. Transcript domains, as defined by 
nucleolar surface. This internally posi- each other. poly(A) RNA distribution, consistently 
tioned horizontal array was seen in three The location of sequential steps in pre- showed intense labeling with antibodies to 

0; 
Distance 

Fig. 2. Three-dimensional distribution of poly(A) RNA and SC-35. Poly(A) 
RNA and SC-35 were visualized simultaneously by fluorescence in situ 
hybridization and immunofluorescence (31), and data sets were acquired 
and restored as described in Fig. 1. Control experiments (9, 31) indicated 
that the nonuniform distribution of the poly(A) signal reflects the in vivo 
localization of this RNA and is not an artifact of fixation conditions, probe 
penetrability, or other experimental variables. The images shown are 
representative of the highly clustered pattern consistently seen in the 
majority of cells grown under normal conditions. (A) Poly(A) RNA in an 
HDF nucleus for a single-plane image from an unrestored data set (bar = 
1 prn). Boxed area is shown in (E). (B) Restored stereopair image of entire 
data set for the cell in (A). The approximate positions of nucleoli are shown 
by contour lines. (C) SC-35 in the same cell as in (A) for a single-plane 
image from an unrestored data set (bar = 1 pm). (D) Restored stereopair 
image of entire data set from (C). (E) Quantitation of poly(A) RNA signal 
intensity in the restored image data set along a single (white) line from the 
area outlined by the box in (A). The boxed area is shown from two angles, 

and the postrestoration values at each voxel along the white line are 
indicated in the graph below. At the edge of each region of intense 
signal, the fluorescence intensity drops a minimum of one and usually 
two to three orders of magnitude throughout the area that encircles the 
domain. (F) On the basis of the quantitative drop at the edge of the 
concentrated regions of fluorescence, a threshold was set approximate- 
ly one order of magnitude below the intensity within the region. A seed 
voxel was then selected from which a 3-D flood-fill operation expands 
the seed to include all voxels whose intensities are greater than the 
threshold (white area). Even when the threshold was set at or near 0 so 
that all trace signal leading from a domain was included, only rarely did 
the low-intensity signal extend from one domain to another. (G) Quan- 
titation of SC-35 along a line in the same area as in (E). (H) Low- 
magnification view of unrestored SC-35 immunofluorescence in HeLa 
cells [fixed as in (21); bar = 10 pm]. (I) Image-restored data set of 
SC-35 distribution in a HeLa cell denoted by arrow in (H) shown as 
stereopair image (bar = 10 prn). 
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either SC-35 or snRNP antigens, as would be 
expected from the previously reported colo- 
calization of poly(A) RNA and snRNPs (9) 
and of snRNPs and SC-35 (1 3). In our exper- 
iments, essentially all the domains that 
stained for SC-35 were also enriched in 
poly(A) RNA, the substrate for splicing (Fig. 
4A). Because SC-35 is important for spliceo- 
some assembly (I I), its consistent colocaliza- 
tion with poly(A) RNA makes it unlikely 

that independent centers exist exclusively for 
the assembly or storage of spliceosomes and 
supports a view in which spliceosome assem- 
bly and splicing occur very close to one 
another. This is further supported by the 
finding that sites of active splicing are associ- 
ated with transcript domains (1 7). 

The transcript domains themselves ap- 
pear to have a substructure in that SC-35 
localized primarily to the central portion 
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of each domain, forming a dense globular 
central core (Fig. 4, A and C). In con- 
trast, snRNPs [detected with the antibody 
Y12, which immunoprecipitates the major 
snRNPs involved in pre-mRNA splicing 
plus several minor snRNPs of unknown 
function (25)] were localized throughout 
the transcript domains (Fig. 4D). The 
high concentration of both poly (A) RNA 
and snRNPs throughout the central region 
where SC-35 is highly concentrated (Fig. 
4, A, C, and D) suggests that although 
spliceosome assembly may initiate or occur 
exclusivelv in the central core. RNA Dro- 
cessing may also occur throughout the 
domain as well as adjacent to it. Foci of 
primary transcripts from some genes local- 
ize to the periphery of transcript domains 
(1 7), whereas the transcript foci of other 
genes occur directly within the central 
core (26). 

Previous studies had indicated that re- 
gions rich in poly(A) RNA and splicing 
components lie within somewhat defined 
areas low in and possibly devoid of chroma- 
tin (9, 22). After image restoration, there 
was a substantial amount of DNA signal 
within transcript domains, comparable to 
the amount seen in nucleoli, which contain 
the decondensed and highly transcribed 
rRNA genes (Fig. 4B). Hence, there may 
be similarly decondensed DNA within tran- 
script domains that may or may not be 
transcriptionally active. The discrete bor- 
der of high-density chromatin that sur- 
rounds transcri~t domains often did not 
precisely corresiond to the boundary of the 
poly(A) signal, leaving a gap that con- 
tained small amounts of DNA and no de- 

Flg. 4. Distribution of poly(A) RNA relative to - SC-35. snRNP antigens. atid D W  (A) A 1-prn- 

POLY A I I- 
wide z plane from the middle of an irnage-re- 
stored HDF nucleus showing poly(A) RNA (red) 
and splicing factor SC-35 (grwn). Substantial 
overlap is shown as yellow (alignment was per- 
formed as described in Fig. 3). Note that concen- 
trati is of SC-35 generally localized completely 
within transcript domains (bar = 1 pm). (6) A 

3 
1-pm-wide z plane from the middle of an image- 
restored nucleus showing pdy(A) RNA (red), total 
DNA stained with 4.6-diamino-2-phenylindole 
(DAPI) (blue), and substantial overlap (pink) (Nu, 
nucleolus). Poly(A) RNA occupies much, but not 
all, of the nonnuclear areas with low levels of 
chromatin. Because of the large range of DAPI 
intensities, it is impossible to depict accurately 
both the very high and very low intensity areas in 
one photograph. The graph below (B) shows the 

relative concentrations of DNA (blue) and poly(A) RNA (red) along the white line in (B). Note that there is 
DNA within both the nucleolus and transcript domains along this line. [Arrow in (B) denotes a nonnuclear 
region containing low levels of DNA but no detectable poly(A) RNA; bar = 1 prn.] (C) Individual transcript 
domain from cell in (A), denoted by arrow, at higher magnification and from a side view, showing poly(A) 
RNA (red), SC-35 (green), and overlap (yellow). Shown are the intact domain (left; bar = 1 pm) and 0.2-pm 
optical sections that reveal the internal part of the domain (right). (D) A single domain showing poly(A) RNA 

0 b 180 (red), snRNP (green), and overlap (yellow); display, scaling, and coloration are as indicated for (C). (E) 
#ronor-) Model of the higher level organization of transcript domains within the nucleus. Overall nuclear volume 

(blue), poly(A) RNA (red), SC-35 (yellow), and nucleoli (gray) are s M .  
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tectable RNA (Fig. 4B). There were also 
other nonnucleolar regions that had small 
amounts of DNA but no detectable poly(A) 
RNA. These results support the hypothesis 
that transcript domains are structurally in- 
dependent regions and not simply areas 
where RNA and splicing components are 
passively squeezed in between chromatin. 

Because the RNAs oroduced within 
transcript domains must ultimately exit the 
nucleus, we investigated the position of the 
domains relative to the nuclear envelope. 
Our 3-D analyses revealed that the majority 
of domains were restricted to the interior 
portion of the nucleus (Fig. 3), with the 
closest point on individual domains averag- 
ing 0.8 ym from the nuclear border. Over 
98% of the total domain volume was 2 1.5 
ym away from the border. Thus, except for 
one domain in evew two or three cells, 
transcript domains did not contact the nu: 
clear border. Therefore, it seems unlikely 
that the oore comolexes or laminae. which 
extend no more than 0.1 km into the 
nuclear interior (27), interact directly with 
these domains. 

How then do mature mRNAs reach 
nuclear pores? In restored images, the dim- 
mer poly (A) RNA dispersed throughout 
the nucleoplasm often appeared strand-like 
(Fig. 2B). Although these strands frequent- 
ly emanated from transcript domains and 
occasionally connected a domain with the 
nuclear border (Fig. 4, A and B), they were 
most often found as separate entities. In 
some cases, these strands coincided with 
sites of low DNA concentration. The rela- 
tion between these minor strands of 
poly(A) RNA and tracks of single RNA 
species (10, 17, 28) remains to be deter- 
mined. Because poly(A) RNA generally did 
not accumulate near the nuclear envelope, 
it seems unlikely that all mature messages in 
transit were visualized in these experi- 
ments. Transport to and through the nucle- 
ar pore does not appear to be rate-limiting. 

Collectively, our results show discrete 
domains that are clearlv imolicated as ten- , A 

ters of metabolic activity associated with 
RNA polymerase I1 transcripts. The finding 
of an internal core of SC-35, a protein 
essential for spliceosome assembly, suggests 
that individual transcriot domains mav 
have functional radial symmetry. Xing et al. 
(1 7) provide direct evidence that transcript 
domains are near or overlapping sites of 
both splicing and transcription by showing 
that tracks of individual RNA species over- 
lap the position of the gene, are associated 
with individual domains, and are the site of 
intron removal. Our results indicate that 
spliceosome assembly may occur more cen- 
trally within each domain, whereas tran- 
scription and splicing could occur within 
the domain or at its periphery. Our data 
and those of Xing et al. (1 7) address. the 

long-standing question of whether active 
chromatin is preferentially localized near 
the nuclear periphery to facilitate RNA 
transport (2-5) and support a model in 
which mRNA metabolism occurs more in- 
ternally (Fig. 4E). The highly organized 
view of nuclear structure seen here is con- 
sistent with evidence indicating that RNA 
metabolism occurs in association with the 
nuclear matrix (28, 29). However, it is 
unclear how our results relate to electron 
microscopy studies of various nuclear struc- 
tures (30) and how transcript domains cor- 
relate to large splicing factor-rich granules 
seen in amphibian oocytes (14). Finally, it 
will be of interest to learn how the overall 
organization of mRNA metabolism changes 
with, and may contribute to, the cell type- 
specific morphology and metabolic state of 
the cell. 
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T E C H N I C A L  COMMENTS and the relative statistual weight of these 
configurations, rather than the structural 

The Role of Water in Hemoglobin 
Function and Stability 

The report by M. F. Colombo et al. (I) and 
the Perspective by R. P. Rand (2) state 
that a large number of water molecules 
(about 60) take part in the allosteric regu- 
lation of human hemoglobin A (HbA). In 
our microscopic approach, published 1 year 
earlier (3), we derived not only the number 
of water molecules involved in the allo- 
steric mechanism (about 75, the "correct" 
number being largely a matter of definition) 
but also their entropic contribution to the 
allosteric constant. To this purpose, we 
combined data about the viscositv and den- 
sity of solutions of monohydric alcohols 
with earlier data from a study by L. Cor- 
done et al. (4) concerning the effects of the 
same alcohols on the oxygen equilibrium of 
HbA. We used an extrapolation to zero 
alcohol concentration; Cordone et al. sub- 
tracted contributions resulting from chang- 
es in the dielectric constant in alcohol 
solutions. This procedure is at variance 
with Colombo et al.'s method of using 
considerable polysaccharide concentra- 
tions. which surelv affect the dielectric 
constant. Also, we commented (3) on the 
significance of a (HbA + number of water 
molecules) unit. The latter (compared with 
the bare HbA) presents a greatly expanded 
set of microscopic states that concur in one 
and the same functional state (or set of 
functional states) (3, 5). This confers to the 
(protein + number of water molecules) unit 
the long-searched-for (5) thermodynamic 
stability of a semimacroscopic machine. 

manv more water molecules similarlv con- 
tribute to forces responsible for the struc- 
ture and dynamics of the whole protein. 
Such molecules would further extend the 
thermodynamic probability of the function- 
al state of the (protein and water) system. 

Solvent-induced forces (SIFs) are at 
least as im~ortant as other forces (for exam- 
ple, electrostatic) acting through the sol- 
vent (9). Perhaps, as a consequence of their 
subtle nature, SIFs are overlooked or relat- 
ed to some (ill-defined) "hydration water" 
that is erroneously supposed to have neces- 
sarily extra long residence or rotational 
times around solutes. 

Average values of SIFs can be under- 
stood in terms of the solute-solvent poten- 
tial energy, Us,, and of its thermodynamic 
average, <Us, > , over all solvent config- 
urations (10). In the averaging process the 
entropic contribution is brought in, so that 
<Us, > measures the free energy of solute- 
solvent interactions. When the mutual pre- 
sentation and distance (R) of two solutes is 
slowly varied from Ro to R there is a change 
of free energy, A<Usw>, resulting from 
work performed by SIFs in the change of 
mutual position. It follows that F , ,  the 
average SIF component acting between the 
given solutes along the q, coordinate, is 
given by the derivative of <Us, > along q,. 
SIFs on a protein would change on the 
space scale of individual atoms or residues 
and on the time scale of the solvent rear- 
rangement times among configurations 

rearrangement time scale (5, 1 1 ) . In itself, 
a change of the latter reflects changes of 
inherent structures (12) caused by the pres- 
ence of solute or solutes (1 1). 

SIFs also affect the dveiall thermody- 
namic stability of biomolecular solutions 
(1 1, 13). The instability regions (as encom- 
passed by their respective spinodal lines) of 
solutions of HbA and hemoelobin S (HbS) 
in standard conditions, tokther wiih the 
similar region for HbA in high phosphate 
(1 3), are shown in Fig. 1. The location of 
these regions in the temperature-concen- 
tration plane indicates the tendency of 
solutions toward demixing, as distinct from 
gelation (1 3, 14). Instability regions are 
obtained by extrapolation from experiments 
in the accessible temperature interval (13). 
A mean-field approximation holds for the 
derivation of these spinodal lines (13), 
which allows auantitative values for Florv- 
Huggins enthalpies and entropies to be 
determined (1 3). Modulation of the solvent . , 

(by phosphate concentration) or the solute 
(by the Glu-Val substitution corresponding 
to the HbA-HbS mutation) affects both the 
instability region (a mean-field effect) and 
the molecular local recognitive interactions 
needed for the orderly self-assembly of the 

Volume fraction 
The enthalpic contribution of the ap- available to the solve~t. What  ciunts in Spinodal lines of solutions of human 

proximately 75 water molecules to the allo- determining a given F ,  are the structural hemoglobins showing the lower temperature 
steric mechanism has also been derived (6). and dynamic configurations available to the boundaries of the respective instability regions. 
In addition, recent simulations (7) and solvent (compatible with constraints im- Data from (13, 16). Gelation regions shown as 
experiments on myoglobin (8) suggest that posed by the given and nearby solutes) gray and hatched areas, as given in (15). 
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