
equilibrium with metallic Fe; therefore, it 
appears unlikely that the present-day lower 
mantle could be in equilibrium with metal- 
lic Fe. 
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A Traveling-Wave Amplifier Model of the Cochlea 

Allyn Hubbard 
Atwo-mode model of the cochlea that uses active intermode feedback has been developed 
that quantitatively accounts for the motion of the basilar membrane in response to single 
tones and qualitatively accounts for cochlear emission phenomena. In contrast to existing 
single-mode models, this model amplifies the mechanical traveling wave in spatially lo- 
calized cochlear regions where an approximate match occurs between the traveling-wave 
velocities of each of the two traveling-wave lines or modes. 

T h e  concent of a "second filter" in the 
mammalian cochlea was originally proposed 
to account for the apparent discrepancy 
between broadly tuned cochlear microme- 
chanics (I) and highly tuned, auditory 
nerve responses (2). This concept has been 
abandoned in the past decade because of 
experiments demonstrating little difference 
between the tuning properties of the co- 
chlear mechanics (3), the sensory receptors 
(4), and the auditory nerve fibers. This 
report proposes a model that matches me- 
chanical data (5) extremely well and, 
therefore, has the potential to expand our 
understanding of the mechanisms underly- 
ing the unique sensitivity and frequency 
selectivity of the cochlea. 

Cellular and extracellular structures par- 
tition the cochlea into several longitudinal, 
fluid-filled ducts (Fig. 1). The anatomical 
oicture is far more comolicated than classi- 
cal cochlear models (6), which approxi- 
mate the major partition between upper 
and lower scalae as a single membrane. The 
membrane was assumed to respond to the 
uressure difference between the scala tvm- 
pani and scala vestibuli, resulting in a single 
vibration mode that propagates acoustic 
energy down the cochlea. However, in a 
structure like that of Fig. 1. everv duct and - .  
boundary partition can support p;opagation 
modes. My model shows that we can pro- 
duce realistic cochlear responses using two 
actively coupled modes. 

The active comuonents of this model are 
the cochlear outer hair cells that abut the 
upper and lower boundary structures in the 
fluid-filled outer tunnel. Depolarization of 
isolated outer hair cells causes a decrease in 
cell body length and generates forces of 

College of Engineering and School of Medicine, Bos- 
ton University, Boston, MA 02215. 

about 0.5 nN/mV. For voltage changes 
comparable to those that occur in the nat- 
ural cochlear transduction process, repro- 
duced by electrical stimulation of the 
cochlea, significant acoustic signals can be 
measured at the eardrum [see (7)]. There- 
fore, it is reasonable to believe that in vivo 
hair cells respond to their receptor current 
by changing their length, thus exerting 
microforces on other cochlear structures. 
which, in a yet unknown way, produces 
amplification of the mechanical traveling 
wave. In my model, forces are exchanged 
(fed back) between the transmission lines, 
each representing a different mode of wave 
propagation. 

Earlier models have used local feedback 
(8), but the feedback apparatus appended 
to each model segment was not longitudi- - - 
nally connected to form an additional prop- 
agation mode. Zweig's (9) locally applied 
feedback expression was derived under the 
condition that the feedback cause the clas- 
sical model (6) tq fit modified experimental 
data. De Boer (10) has described possible 
modes in a multinle-duct model. Mv work 
demonstrates that coupling two modes with 
the use of feedback results in a type of 
traveling-wave amplifier. 

Classical electronic traveling-wave am- 
plifiers (I 1) are composed of two transmis- 
sion lines connected by transistors along 
their lengths. The transmission lines are 
made up of concatenated passive compo- 
nents. The input signal travels along one 
line, providing a control signal to the tran- 
sistors. The control signal causes the tran- - 
sistors to regulate the current supplied to 
the second transmission line, called the 
output line. The most constructive current 
addition occurs when the propagation ve- 
locities on both lines are equal. Thus, an 
ever-growing signal travels down the output 
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line in a feed-forward, not feed-back, situ- 
ation. The practical pitfall is that unavoid- 
able losses in the input line dissipate the 
control signal. - 

My model regenerates signals on both 
lines over a frequency-specific region. One 
line is a classical, resonant, basilar mem- 
brane model. A wave traveling on that line 
alone moves at a high velocity up to a point 
near the (spatial) point of resonance, where 
it slows considerablv over a short distance. 
The separate second line is not resonant. 
Wave velocities at anv location are in the 
range of the first line's velocities near reso- 
nance. When the lines are cou~led. the 
wave travels on both lines at the same 
velocitv. Initiallv the velocitv is like that of 
the (separated) resonant line with its pa- 
rameters altered by feedback. Near the al- 
tered resonant location, the wave slows to 
approximately the velocity of the (separat- 
ed) second line and remains at that velocity 
over a limited spatial region. Significant 
amolification occurs here. 

I quantified the performance of the mod- 
el by building an analogous electric circuit 
consisting of two transmission lines coupled 
incrementally using dependent sources 
(Fig. 2). When multiple segments are 
linked together, waves travel by exchang- 
ing energy between reactive components. 
The upper line represents the classical, 
resonant, cochlear model, whose parame- 
ters were chosen with respect to known 
cochlear physiology [see (1 2)]. The lower 
line's parameters were chosen so that its 
group velocity is slow relative to the basilar 
membrane line (except in the input-fre- 
quency-specific spatial region where reso- 
nance occurs). Coupling the two lines are 
dependent current sources, I,,. The degree 

of active coupling depends on the size of the 
gain factors (gl-,, g,-,). The input to the 
upper line is proportional to the velocity of 
the stapes, the middle-ear bone that trans- 
mits sound to the cochlea. 

The results have been compared with 
data from cat, monkey, guinea pig, and 
chinchilla. Chinchilla data were chosen for 
presentation because they show the largest 
peak outputlinput ratios which, in turn, 
imply the best experimental conditions. 
Figure 3A shows model magnitude data 
(13) and experimental data (5). There is 
agreement, specifically with the very low 
frequency slope, the mid-frequency rela- 
tively reduced slope, and the height and 
bandwidth of the peak response. If the gains 
are set to zero, the maximum response is 
significantly reduced and occurs at a lower 
frequency. Active model phase data (Fig. 
3B) compare favorably with experimental 
phase data, falling generally within the 
extremes of phase angle for five animals. 
The experimentally obtained, high-fre- 
quency phase asymptote differs by about 

Fig. 1. Schematized cross 
section of a longitudinal 
slice of cochlea. BM, basi- 
lar membrane. 

Scala tympani 

~ o n v  wall 4 

Fig. 2. One incremental segment 
of model. I, current; V, voltage; M, 
inductance; C, capacitance; R, 
resistance; g, gain. Connecting 
400 similar sections forms two 
transmission lines, which are ter- 
minated at each end as shown. 

92.1 V 2 0 c 2 0  

360" in different animals. In the model. 
parameter variations can cause 360" varia- 
tions in the phase plateau. A phase lead 
occurs at 6.5 kHz, coinciding with the null 
in magnitude response. The model's impulse 
response (Fig. 4) strongly resembles the ex- 
perimentally determined click response 
(14). 

The model (qualitatively, at this stage) 
accounts for several types of cochlear 
emissions. With sufficiently high gain, the 
active mechanism locally increases pres- 
sure [Fig. 2, V(x)] in the cochlear scala at 
frequencies near the peak velocity re- 
soonse. The increase (4 dB) can be viewed > -  , 

from the input of the model as a stimulus- 
frequency emission (1 5). Click-evoked 
emissions occur (Fig. 4) as the result of 
two factors: The early response (< 1.5 ms) 
is the result of after-ringing in the motion 
of manv model sections. each of which 
contributes to a summed pressure re- 
sponse. A purposely introduced disconti- 
nuity in the gains at a single model section 
(16) causes the lower frequency "echo" 
(2.0 to 4.5 ms), which has a periodicity 
characteristic of its originating cochlear 
location. Physiologically occurring, click- 
evoked emissions (17) are thought to be 
oroduced bv discontinuities in the co- 
chlea. Spontaneous emissions (18) occur 
in the model when a region of simulated 
cochlea has sufficiently high gain. 

The model differs strikingly from local- 
feedback models whose active single-sec- 
tion performance is highly tuned relative to 
their passive single-section performance 
(19). The velocity response of a single 
segment of the active model (20) resembles 
the single-segment passive response but is 
shifted so that its maximum occurs at the 
same frequency as the multisection active 
model. The 3-dB bandwidths of all ~eaks. 
including that of the multisection active 
model, are comparable (2 1). However, the 
active full-model peak is remarkably elevat- 
ed, completely unlike the active single- 
section case (22). . , 

The new model produces a significant 
(-40 dB) reduction in virtual basilar mem- 
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Fig. 3. Comparison of model data (13) (solid lines) and experimental data y-axis (peak power is 0.032 cgs acoustic picowatts for input corresponding 
(5) from the chinchilla (points). (A) The ratio of basilar membrane to to 0-dB sound pressure level). (B) Phase angle of responses relative to 
stapes velocity. Calculated power (dashed line) is on an arbitrary linear stapes velocity. The points * and 0 are the extremes of experimental data. 

Fig. 4. Two types of im- 2.5 
pulse responses from - 
model. Lower trace: veloc- f 2.0 

ity response (13); upper 1.5 
trace: pressure response E 
at input, Initial data are ze- g 1.0 

roed in order to concen- $ 0.5 
trate on the "echoes." The ?! 0.0 
peak reflected signal was a 
11150th of the peak input % 
pressure. $ -1.0 
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brane impedance (1 0, 23) near peak response 
frequencies. The small impedance alternates, 
having positive and negative, real and imag- 
inary parts. The active impedance at cochlear 
locations toward the input from a tuned loca- 
tion is a relatively stiffer-than-passive spring 
and a negative damping, as predicted theoret- 
ically (24) to occur in the cochlea. However, 
over those regions the overall impedance is 
high. Consequently, salient power generation 
(Fig. 3A) by the basilar membrane (23) can 
be restricted to the maximum response region. 
This contrasts with conventional speculation 
and published results from existing models in 
which sigdicant power is produced in a broad 
region well before the tuned peak. Recently 
published experimental data are clearly at 
odds with that concept and instead support 
the present model (25). 

The model's amplification mechanism is 
robust. The velocity on the resonant line, 
separately excited (22, 26), might drop an 
order of magnitude, assuming physiologically 
reasonable damping factors. Therefore, a 
second-mode velocity need only be set with- 
in this order of magnitude for some amplifi- 
cation to occur (27). Given constant mass, 

for example, stiffness could vary by - x 100 
because velocity goes as the square root. 
Therefore, this model is a good candidate for 
a parameter-tolerant, biological amplifier. 

The model poses a challenge for the 
future to confirm the existence of physio- 
logically significant modes and to locate 
anatomical correlates. The first mode likely 
corresponds to the pectinate region of the 
basilar membrane. There are several ana- 
tomical candidates for the second transmis- 
sion line, which may be interpreted as 
either an acoustic or a mechanical analog 
(12). Additionally, either or both transmis- 
sion lines may represent dominant modes of 
a more complicated, multiduct model. 
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Vapor Pressures of Solid Hydrates of Nitric Acid: 
Implications for Polar Stratospheric Clouds 
Douglas R. Worsnop,"ewis E. Fox, Mark S. Zahniser, 

Steven C. Wofsy 
Thermodynamic data are presented for hydrates of nitric acid: HN0,-H20, HN03.2H20, 
HN0,-3H20, and a higher hydrate. Laboratory data indicate that nucleation and persis- 
tence of metastable HN0,-2H20 may be favored in polar stratospheric clouds over the 
slightly more stable HN03.3H20. Atmospheric observations indicate that some polar 
stratospheric clouds may be composed of HN03.2H20 and HN0,-3H20. Vapor transfer 
from HN03.2H20 to HN03.3H20 could be a key step in the sedimentation of HNO,, which 
plays an important role in the depletion of polar ozone. 

Polar stratos~heric clouds (PSCs) (1-3) . , 

play two essektial roles in perturbing the 
chemistry of stratospheric 0, during winter: 
(i) PSCs provide reactive surfaces that con- 
vert inorganic chlorine to reactive form and 
nitrogen oxides to HNO, (4, 5) and (ii) 
sedimentation of PSC particles containing 
HNO, leads to irreversible removal of ni- 
trogen oxides ("denitrification") . The effi- 
ciency of denitrification is crucial for polar 
0, depletion. If substantial gaseous HNO, 
is present in late winter, it photolyzes to 
release NO, radicals, which combine with 
ClO, halting 0, destruction (4, 6). Deni- 
trification is nearlv com~lete over Antarc- 
tica and large 0, losses are observed (7); 
denitrification is sooradic in the Arctic (8) . , 
and 0, losses are much smaller. 

Twe I PSCs condense at temDeratures 2 , . 
to 4 K above the frost point of water ice (I). 
Solid hvdrates of HNO, have been Dro- 
posed as the major components of type I 
PSCs (2, 3), and nitrogen oxides have been 

D. R. Worsnop and M. S. Zahniser, Center for Chem- 
ical and Environmental Physics, Aerodyne Research, 
Inc., Billerica, MA 01821 
L. E. Fox and S. C. Wofsv. Division of A ~ ~ l i e d  Sci- 

observed in PSC particles (7, 8). The prin- 
cipal phase is usually assumed to be nitric 
acid trihydrate (HN0,-3H20) (2, 3, 6), 
the most stable hydrate under stratospheric 
conditions (9). However, careful analysis of 
field observations of total nitrogen oxides 
and aerosol particles (10) indicates that 
PSCs form at temperatures 2 to 4 K colder 
than the equilibrium temperature for 
HN03.3H20. Partial pressures of HNO, in 
PSCs (I I) were observed to exceed equilib- 
rium with HN03.3H20; this led Arnold 
(12) to argue that the condensed phase 
could be a supercooled liquid (13) rather 
than HN0,-3H20. 

This report presents the results of labora- 
tory studies of hydrates of HNO, under con- 
ditions of temperature and gas-phase HNO, 
and H 2 0  concentrations approaching those 
found in the stratosphere. We show that 
nitric acid dlhydrate (HN03.2H20) is only 
slightly less stable than HN03.3H20 and is a 
likely metastable component of type I PSCs. 
Thin films of HN03.2H20 have been report- 
ed (14), but no thermodynamic information 
has been available. We also identdy a higher 
hydrate, possibly HNO,.lOH,O (15, 16). 

ences, Haward ~niversity,'~ambridge, ~ ~ ' 0 2 1 3 8 .  vapor of ~ ~ 0 , - a n d  H 2 0  were 
*To whom correspondence should be addressed, measured by infrared tunable diode laser ab- 

sorption spectroscopy with a multiple-pass 
Hemott cell (40 passes, 50 cm per pass; 
7.6-cm-diameter gold-coated mirrors) mount- 
ed vertically in a 12-liter vacuum chamber 
constructed of gold-plated stainless steel and 
glass coated with CsFI3CH2CH2Si(OC2H5), 
(Petrarch Systems) (see Fig. 1). We de- 
termined partial pressures and pmo3 
by fitting Gaussian line profiles for 12 HNO, 
lines and 1 H,O line between 1339.97 and 
1340.18 cm-', with line strengths derived 
from recent measurements (1 7). Detection 
limits were -lop7 torr for HNO, and 
[HN0,]/50 for H20, limited by interference 
fnnges for HNO, and by a weak HNO, 
feature for H20. 

We regulated sample temperatures be- 
tween 190 and 230 K by allowing cold 
nitrogen gas to flow onto a brass button 
epoxied to the cell exterior 20 cm below the 
detection region. We condensed solid phas- 
es on the glass surface above the button by 
cooling mixtures of gaseous H 2 0  and 
HNO, or by adding gaseous H 2 0  or HNO, 
to a cold sample. The thickness of the 
condensed layer varied between 5 and 50 
pm, estimated from the amount of gas- 
phase H 2 0  and HNO, that condensed. The 
button temperature could be regulated with 
a precision of 20.2 K [accuracy approxi- 
mately 20.4 K (18)], as confirmed by com- 
paring pHZO to literature values (1 9). The 
cell temperature above the cold point was 
set to 273 K for most experiments. Heating 
or cooling the Herriott cell between 240 
and 295 K had no measurable effect on 
vapor pressures, indicating negligible influ- 
ence of gases adsorbed on chamber walls. 

The chamber was sealed under vacuum 
during the experiments, except during the 
addition of H 2 0  or HNO, through the 
manifold. Mixtures placed into the cell 
typically did not match the stoichiometry of 
a crystalline hydrate; consequently, two or 
three solid phases condensed on the cold 
spot in equilibrium with a vapor phase 
("triple" or "quadruple" points, respective- 
ly). Partial pressures (pHN03 and pHZO) 
equilibrated with a surface layer of a single 
crystalline phase when vapor was added to 
the chamber. For example, in an experi- 
ment in which HN03.3H20 and ice were 
condensed above the cold button, a surface 
layer of HN03.3H20 alone was formed on 
addition of HNO, at pressures of lop4 to 2 
x lo-' tom. Vapor pressures in the cell 
equilibrated with this layer, as demonstrat- 
ed by the variation of pHNO, and pHZO 
according to the Gibbs-Duhem equation 

d(ln P H N O , ) / ~ ( ~ ~  PH,o) = -n 

where n is the H20/HN03 ratio in the solid 
phase. Over a period of many minutes, water 
diffused from the underlying solid, driving 
pmo3 and pHZO back to the triple point 
according to Eq. 1 (with n = 3). This behav- 
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