
2000 species of Paleozoic stromatoporoids 
(36). Compared to their Satonda counter- 
parts, the Paleozoic stromatoporoids arc 
characterized by generally thicker growth 
increments and more regular textures that 
sometimes show almost perfect superposi- 
tion of pillars and columns. This texture 
could have been caused by a larger temporal 
and spatial persistence of regular fluctua- 
tions in the Paleozoic seas compared to the 
hydrochemically less stable and geologically 
short-lived Satonda Crater Lake. 

Stromatoporoids apparently survived the 
Frasnian-Fammenian crisis and became ex- 
tinct during the lowermost Carboniferous 
(Strunian). Their disappearance has been 
mostly attributed to ocean cooling or mete- 
orite impact (37). From our studies on 
Satonda stromatolites we suggest that a 
worldwide decrease in alkalinity and in car- 
bonate mineral supersaturation following 
the Fammenian oceanic turnover (38) may 
better account for the fading of stromato- 
poroid stromatolites from the late Paleozoic 
geological record. 
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Simulation of Tsunamis from Great Earthquakes on 
the Cascadia Subduction Zone 

Large earthquakes occur episodically in the Cascadia subduction zone. A numerical 
model has been used to simulate and assess the hazards of a tsunami generated by a 
hypothetical earthquake of magnitude 8.5 associated with rupture of the northern 
sections of the subduction zone. Wave amplitudes on the outer coast are closely related 
to the magnitude of sea-bottom displacement (5.0 meters). Some amplification, up to a 
factor of 3, may occur in some coastal embayments. Wave amplitudes in the protected 
waters of Puget Sound and the Strait of Georgia are predicted to be only about one 
fifth of those estimated on the outer coast. 

T HE CASCADIA SUBDUCTION ZONE IS 

the area where the Juan de Fuca plate 
and smaller adjacent plates slip below 

the North American continent (Fig. 1). The 
possibility of a massive earthquake in this 
area has recently been recognized (1). A 
seismic sea wave, or tsunami, would be a 
major risk associated with such an event. In 
this report, we present calculations that 
quantify this risk and allow identification of 
the factors that would determine flooding 
levels along the adjacent coast. 

A critical element in tsunami modeling is 
the nature of the initial sea-level displace- 

ment that starts the wave. Because the rup- 
ture takes place on a time scale that is short 
compared to the response time of the ocean 
waters, the sea-surface displacement, which 
causes the tsunami, is practically identical to 
that of the sea bottom. Geophysical argu- 
ments (2) suggest that a vertical uplift of 5 m 
of the ocean bottom along the deformation 
front, decreasing linearly to zero at the coast 
line, is possible during a large earthquake. 
We have modeled only the rupture of the 
northern sections of the Cascadia subduc- 
tion zone (north of 48"N). A maximum 
earthquake magnitude of 8.2 is estimated 
for rupture of each of the Winona and 

M. K.-F. Ng and P. H.  LeBlond, Department of Ocean- segments and of 8'5 for 
o ~ r a ~ h v .  Cniversitv of British Columb~a. Vancouver, simultaneous ruDture of all segments north 
BIG &&da V6T 1 ~ 5 .  

" 

T. S. Murty, Institute of Ocean Sciences, Post Office Box of 48"N (Fig. lj. 
6000, Sidney, BC Canada V8L 4B2. Tsunami propagation from an impulsive 
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Fig. 2. Grid locations and points at which time 
series of sea level are shown in Fig. 4. I, Queen 
Charlotte City; J, Cape St. James; Q, Quatsino 
Sound; D, Discovery Passage; PA, Port Alberni; 
B, Barkley Sound; To, Tofino; V, Vancouver 
Harbor; V, Victoria; Be, Bellingham; S, Seattle; 
T, Tacoma. 

Fig. 1. Schematic view of crustal plates in the 
northeast Pacific area. The deformation front 
where the Cascadia subducting segments (Wino- 
na Block, Explorer Plate, Juan de Fuca Plate, and 
Gorda South Plate) slip under North America is 
shown as a dashed line; it follows approximately 
the 2000-m depth contour. Tsunami generation 
by sea-bottom uplift north of 48"N is modeled 
here. QCF, Queen Charlotte fault; WB, Winona 
block; EP, Explorer Plate; JFR, Juan de Fuca 
Ridge; GSP, Gorda South Plate. Triangles indi- 
cate cascade volcanoes. 

source is well modeled by the shallow-water 
equations (3). The problem is considered on 
a plane tangent to the earth's surface ( they 
plane); the curvature of the earth can be 
ignored because of the limited extent of the 
area considered (4). The governing equa- 
tions for volume and momentum conserva- 
tion are 

u, + uu, + vu,  -fi 

v, + uv, + vv ,  +fir 

where u and v are orthogonal velocity com- 
ponents in the x and y directions in the 
horizontal plane; f is the Coriolis parameter, 
g is the acceleration due to gravity, H is the 
mean water depth, q is the deviation of the 
sea surface from its equilibrium level, and K 
is a bottom friction coefficient. Subscripts x, 
y, and t indicate differentiation with respect 
to spatial coordinates and time. 

Calculations were performed in two rect- 
angular finite-difference grids (A and B, Fig. 
2 inset). The coarse outer grid has a 5-km by 
5-km mesh size and includes the deep ocean 
and the continental shelf area; a finer, 2-km 
by 2-km mesh grid was used to represent the 
coastal Straits of Juan de Fuca and Georgia 
and Puget Sound (5, 6). The numerical 
scheme used in both grids was an explicit 
one-sided difference scheme in space and 
time; an Arakawa C-type calculation scheme 

was used that had already been well tested 
for the modeling of tsunamis, tides, and 
storm surges (7). Radiation boundary con- 
ditions were applied on the open bound- 
aries, and the model was tested for spurious 
reflections. A uniform bottom friction coef- 
ficient of 0.0025 was used in the coarse-grid 
model; in the fine-grid model, higher values 
were used in a number of shallow and 
narrow channels (6). Matching conditions 
between the two grids were examined to 
determine sensitivity to details of the match- 
ing configuration. Values in the coarse grid 
were smoothed through an overlap area to 
provide driving conditions for the fine-grid 
model. 

A typical history of sea-level displacement 
is illustrated in Fig. 3 for the earthquake 
caused by the simultaneous rupture of the 
Winona and Explorer segments. In the 
model, the initial triangular pulse of the 
displacement rapidly disperses and decays 
seaward. The largest sea-level perturbations 
were observed on the continental shelf, 
where sea-level oscillations continued much 
longer than offshore. 

Detailed time histories of sea-level dis- 
placements generated by the rupture of all 
segments north of 48"N (Fig. 4) show that 
the peak of the first tsunami wave reaches 
the coast of Vancouver Island within about 
one-half hour. At Victoria, the first wave 
arrives slightly more than 2 hours after the 
earthquake; for Vancouver and Seattle, the 
delay is closer to 4 hours. At a solid wall, in 
an ocean of uniform depth, a wave front 
such as that generated by the nearly plane 
deformation front would double in ampli- 
tude because of the superposition of incom- 
ing and reflected waves. In practice, reflec- 
tion takes place mostly at the continental 
slope, and wave amplitudes at the shore are 
generally comparable to the maximum uplift 
of the sea floor rather than being twice as 
large. The configuration of the continental 
shelf as well as the indentations and inlets of 
the coast account for the precise values of 
local sea-level variations. Narrow shelf areas, 
such as near Cape St. James, exhibit typical 
oceanic high-frequency response. Where the 
shelf is broader, amplification and low-fre- 

Fig. 3. Perspective views of 
sea-level displacement at 
successive times following 
the earthquake due to mp- 
ture of the Winona Block 
alone. Vertical scale is given 
by the 5-m initial vertical 
uplift at the deformation 
front, the western edge of 
the triangular source func- 
tion at time t = 0. 
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quency resonance occur, for example, near 
the mouth of Quatsino Sound. The strong- 
est amplification occurs in Alberni Inlet, a 
narrow fiord on the west coast of Vancou\rer 
Island already well known for its resonant 
response in earlier tsunamis (7). A special 
one-dimensional model was used to repre 
sent Alberni Inlet, at the head of which 
flooding levels of up to 16 m were calculated 
(Fig. 5). The amplification factor of 3.0 
be&een Barkley sound at the mouth (B in 
Fig. 2) and Port Alberni (PA) at the head of 
the inlet is consistent with that observed or 
calculated by others (8) and with the notion 
that the body of water in the inlet responds 
as a quarter-wave oscillator nrith a period of 
about 85 minutes. 

At the mouth of the Strait of Juan de 
Fuca (D in Fig. 2), the simulated tsunami 
amplitude is about 2 m. The wave propa- 
gates through that deep (300 m) strait with- 
out much loss in amplitude past Victoria 
and Rellingham, beyond which it penetrates 
into Pueet Sound to the south and the Strait " 
of Georgia to the north. A considerable 
amount of energy is lost through the narrow 
and shallow passages connecting these 
straits to the strait of ~ u a n  de Fuca: simulat- 
ed tsunami amplitudes are reduced to 1 m or 

1 4 
0 0 4.0 8.0 12.0 

Time (hours) 

Fig. 4. Time series of sea-level displacements at 
selected points; locations shown on Fig. 2. 

less by the time the wave reaches Seattle and 
Tacoma. Geometric and bathymetric details 
are again seen to be important in determin- 
ing local response. Vancouver Harbor, for 
example, behaves like a Hel~nholtz resonator 
with a period of about 3 hours (9) .  The 
sensitivity of the results to the local geome- 
try suggests that more accurate modeling at 
a higher level of resolution is needed. 

Nonlinearity is not important in our re- 
sults. Sea-level displacements obtained from 
a linearized form of Eqs. 1 to 3 are nearly 
indistinguishable from those described 
above. We have also found that a doubling 
of source strength results nearly in a dou- 
bling of the response. Tsunamis generated 
by the rupture of only the northern Juan de 
Fuca section or only the Winona and Ex- 
plorer sections of the subduction zone have 
also been computed. Because of the elongat- 
ed form of the source, the near-field tsunami 
response in our model is due mainly to 
nearby segments. Removal of the northerly 
(Winona and Explorer) segments affects 
principally the results for nearby coastal 
regions; amplitudes in the Strait of Juan de 
Fuca are not changed appreciably (only a 
few centimeters). 

A tsunami would of course be superim- 
posed upon the tides, which in the area 
considered have a range of up to 5 m (10). A 
positive sea-level displacement at low tide 

2 n Port Alberni 

Time (hours) 

Fig. 5. Resonant response in Albertli Inlet, show- 
ing time series of sea-level displacement at mouth 
ofthe inlet (Barkley Sound, B in Fig. 2) and at the 
head (Port Alberni, PA in Fig 2).  

~vould be of little consequence, but our 
results show that oscillations associated with 
a tsunami could persist for at least a tidal 
cvcle, so that extreme displacements above 
and below sea level are likel?~ to combine 
both tsunami and tidal effects. The former 
lead to flooding, which is the most signifi- 
cant tsunami effect; the latter to abnormally 
low sea levels, which may cause navigational 
problems. In both extreme cases, areas nor- 
mally not exposed to wave action may find 
thernsel\.es subjected to destmctive erosion. 

Extensive flooding of low-lying areas may 
take place, especially on the outer coast. 
More precise evaluation of flooding risks 
requires high-resolution modeling of the 
local response, which includes wetting of 
normally d n  areas. It is clear that a wooded 
patch, or a combination of fields, canals, 
roads and houses, does not behave like an 
ocean floor and that a more complex model- 
ing procedure is needed to take into account 
the detailed frictional and storage properties 
of the flooded area (11). 

Finally, the calculated wave amplitudes 
are of course a function of that of the sea- 
floor displacement, which remains to be 
improved from a better understanding of 
the tectonics. In spite of this uncertainty, 
our model provides a useful link bemeen 
the generating event and its effects on the 
shore. A locally large tsunami may arise 
from rupture of only a small part of the 
Cascadia deformation front, in a large but 
not implausible earthquake. 
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Exploitation of Herbivore-Induced Plant Odors by 
Host-Seeking Parasitic Wasps 

Corn seedlings release large amounts of terpenoid volatiles after they have been fed 
upon by caterpillars. Artificially damaged seedlings do not release these volatiles in 
sipficant amounts unless oral secretions from the caterpillars are applied to the 
damaged sites. Undamaged leaves, whether or not they are treated with oral secretions, 
do not release detectable amounts of the terpenoids. Females of the parasitic wasp 
Cotesia marginiventris (Cresson) learn to take advantage of those plant-produced 
volatiles to locate hosts when exposed to these volatiles in association with hosts or host 
by-products. The terpenoids may be produced in defense against herbivores but may 
also serve a secondary function in attracting the natural enemies of these herbivores. 

OST STUDIES ON THE SIGNIFI- 

cance of herbivore-induced pro- 
duction of secondary metabolites 

in plants focus on the direct ecological inter- 
actions between plants and the herbivores 
that feed on them (1-3). Only a few investi- 
gators (4-6) have suggested active interac- 
tions between herbivore-damaged plants 
and the third trophic le\7el of insect parasit- 
oids and predators. There are many exam- 
ples of these insects being attracted to plant 
odors (7), but only recently have studies 
indicated an active involvement of plants (5, 
6) .  Dicke and co-workers presented the first 
convincing evidence for an active release of 
volatiles by herbivore-infested plants that 
attract natural enemies of the herbivorous 
attackers (6). As yet, no herbivore-specific 
factor that induces characteristic changes in 
plants, used by foraging entomophagous 
insects, has been pinpointed. 

It is common that parasitic wasps learn to 
respond to specific odors that are associated 
with their hosts (8). The often observed 
flexibility in these responses has been attrib- 
uted to the variability in space and time of 
reliable cues that may best guide the wasps 
to available hosts (9). Their ability to learn 
should allow parasitoids to distinguish 
among odors of plants with different types 

of damage, thus enabling them to focus on 
plants damaged by potential hosts. Chemical 
responses evoked in plants by herbivorous 
hosts may therefore play an important role 
in host-habitat location by parasitoids. We 
report that herbivore-inflicted injury in- 
duces plants to release volatile terpenoids. 
The plant response is greatly enhanced by 
the oral secretions of caterpillars and is 
exploited by the parasitic wasp C. wza,:yini- 
ventris, which uses the terpenoids as cues to 
locate hosts. 

In flight tunnel trials, females of the para- 
sitoid C. tnar;yiniventris are attracted to the 

Fig. 1. A chromatographic profile 
of the volatiles collected from a 
cornplex of BAW caterpillars feed- 
ing on corn seedlings. The identi- 
fied cornpounds are 1, (2)-3-hex- 
end; 2, (E)-2-hexend; 3, (2)-3- 
hexen-1-01; 4, (Z)-3-hexen-I-yl ac- 
etate; 5, halool; 6, (3E)-4,s-di- 
methyl-1,3,7-nollauielle; 7, indole; 
8, a-tvarrs-bcrgamotene; 9, (E)-p-fx- 
nesene; 10, (E)-nerolidol; and 11, 
(3E,7E)-4,8,12-trimethyl-1,3,7,11- 
tridecatetraene. For this particular 
collection, 15 early third instar cat- 
erpillars were allowed to feed 011 

three 2-week-old greenhouse- 
grown corn seedlings. After 14 
hours of feeding. the seedlings to- 

odors emanating from a complex of host 
larvae feeding on corn (Zea rriays L., var. 
"Ioana sweet corn") seedlings (10). Of the 
three main components of a complete plant- 
host complex, the damaged plants, and not 
the host larvae or their feces, are the main 
source of the volatiles that attract the para- 
sitoid (10). 

Volatiles from a co~nplete plant-host com- 
plex consisting of beet a r ~ n y i ~ o r ~ n  larvae 
(BAW), Spodoptera exig~ta (Hiibner), that 
were feeding on corn seedlings inside an all- 
glass collection system (1 1) were collected in 
traps containing Super Q adsorbent (12). 
Gas chromatographic analyses of methylene 
chloride washes of the traps revealed the 
consistent presence of eleven co~npounds 
(Fig. 1). The first four most volatile com- 
pounds were identified as leaf\. aldehydes, 
an alcohol, and an acetate, com~nonly found 
in the leaves of many plants (13). The re- 
maining compounds were, except for in- 
dole, all terpenoids. 

All the identified compounds are released 
by the caterpillar-damaged seedlings and not 
by the caterpillars themselves nor by some- 
thing in their feces or other by-products 
(14). Additional volatile collections, howev- 
er, revealed that the larger terpenoids, par- 
ticularly a-trans-bergamotene, (E) - p-farne- 
sene, and (E)-nerolidol, were only released 
by leaves that had been damaged by caterpil- 
lars for several hours. Plants subjected to 
caterpillar damage for 2 hours released the 
larger terpenoids only in n~inute amounts 
immediately afterward. The following day, 
however, large amounts of these com- 
pounds could be detected (Fig. 2). 

Fast growing plants like corn invest much 
of their energy in growth and little in de- 

-. 
gether with the caterpillars were Minutes 
transferred into the collectioll appa- 
ratus (11). Volatiles were collected for 2 hours ill traps containing 25 mg of Super Q adsorbent (12). 
The traps were the11 extracted with 200 pl of methylene chloride and an internal standard (IS) 111 50 ~1 
of methylene chloride (n-nonyl-acetate, 20 nglpl) was added. Of the extract 2.5 pl was injected onto a 
Quadrex methyl silicone column (50 m by 0.25 mm inside diameter, 0.25 pm film) inside a Varian 
model 3700 gas chromatograph. Temperature program: 50°C, rate 5"CImin to 180°C. Compounds 
were identified by mass spectroscopy and, where necessary, by NMR spectroscopy. Their identities 

*To whom correspondence should be addressed. were confirmed with synthetic versions of the candidate compounds (14). 
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