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The Interdiffision of Polvmers 

In contrast to interdiffusion in simple liquids, interdifi- ated interdiffusion (for strongly compatible chains) to its 
sion of polymeric chains is dominated by their intertang- suppression below the critical point for phase separation. 
lement and their large size. These properties profoundly Effects that are still poorly understood include the initial 
reduce both the molecular mobilities and the role of disposition at interfaces of the chains' ends (through 
entropy in driving the mixing. The resulting diffusional which diffusion proceeds by reptation) and the need for 
processes have only recently been studied. Such studies cooperative motion, which can strongly magnrfy local 
reveal a wide spectrum of behavior ranging from acceler- friction. 

IXING OF LIQUIDS IS COMMONPLACE. AT THE MOLECU- 

lar level, it takes place by diffi~sion: to what extent and 
how rapidly liquids interdiffuse depend on their chemical 

affinity and 011 the mobility of their molecules. For simple liquids 
(composed of small molecules), mixing is classical and well under- 
stood (1, 2). In the case of polymers, 011 the other hand (both 
synthetic chains and flexible biopolymers), the large size of the 
molecules together with their intertangled nature result in extremes 
of sluggishness and molecular incompatibility (or, in rare cases, 
extreme compatibility). For these reasons, it is only recently that 

The author is in the Department of Polymer Research, nTelzmann Institute of Science, 
Reho\.ot 76 100. Israel. 

insight into the process of mixing difierent polymers, based on 
direct measurements of their interdiffusion, is emerging. 

The connected, chain-like nature of polymer molecules leads to 
entanglements. These arise because the backbones of the polymer 
chains cannot cross through each other (Fig. 1); motion involving 
such mutual crossing is forbidden. This effect is most marked in 
undiluted polymeric liquids ( 3 ) ,  where every chain is highly inter- 
penetrated by others. In such a polymer melt (R: monomers per 
chain), each chain adopts on average an open, random, coil-like 
conformati011 (4, 5). For typical values o f S  in the range lo3 to lo4, 
only about 1% of the volume of such a coil is occupied by the 
monomers of the chain itself: the rest of the coil volume is 
interpenetrated and filled by segments belonging to other chains. 
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The work of Edwards, starting in the 1960s (6), first indicated how 
entanglements may be dealt with in terms of topological consuaints 
on the motion of molecules: the mutual noncrossability of chain 
contours, the essential constraint, is accounted for by limiting the 
lateral motion of any chain (nonnal to its contour) so that chains are 
confined effdvely within a "tube" or "pipe." In 1971, de Gennes 
considered the diffusion of a single flexible chain moving by 
Brownian motion in a network of6xed obstacles (7); he suggested 
that the chain would move by random curvilinear motion, essential- 
ly along its own contour within a "tube" defined by the obstades, 
and thereby avoid the large sideways motion that necessitates 
crossing through obstacles. This type of motion was termed repta- 
tion, to describe the random creeping or slithering of the chain. A 
basic law for diffusion by reptation relates the translational diffusion 
ccefKcient DL of entangled linear chains to their degree of polymer- 
ization N, 

where Dl is a diffusion c d c i e n t  typical of the Brownian motion of 
a single monomer. Although Dl depends on the detailed chemistry 
of the particular polymer through local friction coefficients, the 
inverse square law (Eq. 1) is a direct consequence of constraining a 
flexible, random-walk chain to cudinear Brownian diffusion (rep- 
tation) and is expected to be universal fbr entangled chains. Since 
the first experimental demonstration of Eq. 1 in 1978 (8), the 
reptation concept has been confirmed by many studies (9) and has 
become the basis for understanding the diffusive motion of entan- 
gled chains at the molecular level (10). This is m e  not only in fixed 
networks [for example, DNA chains in a gel column (1 I)] but also in 
a polymeric liquid consisting of many mobile chains (as long as N 
exceeds about 200), where the "tube" about any given chain is 
defined by the constraints on it due to its neighbors (8-10, 12) (Fig. 
1). 

In addition to the tomloeical constraints on the self- or tracer- 
diffusion of entangled d$ins~polymer-polymer interdiffusion differs 
from interdiffusion in small-molecule liquids for thermodynamic 
reasons (4, 5). With notable exceptions, -interactions in polymeric 
liquids or melts are dominated by dispersive (van der Waals) 
interactions, where like prefers like, and the mixing of different 
monomers is energetically unfavorable (4, 5, 13). A measure of this 
is given by xkBT, the interaction energy cost of surrounding one 
type of monomer by another type of monomer, where the value of x 
[known as the Flory-Huggins parameter from the classical theory of 
polymer mixing due to these workers (4)] is a measure of their 
chemical compatibility, kB is the Boltzmann constant, and T is the 
temperature. 

As in the binary solution theory of simple liquids (I), the net 
interaction energy change for creating a polymer mixture with local 
volume fractions + and (1 - +) of the two species is proportional to 
x+(l - +). This energy change is generally positive and opposes 
mixing. But there is a crucial difference in the factors that drive the 
interdiffusion: the increase of combinatorial entropy on mixing 
polymeric molecules is reduced, relative to that of mixing small 
molecules, by the number of monomers N on each chain. This is 
because the number of independent (polymeric) molecules in a 
given volume is also smaller by that factor. As N is very large, the 
gain in mixing entropy is correspondingly small, and the overall 
mixing is dominated by the monomeric interactions. This is why 
different polymers are, in general, only slightly miscible with each 
other (4, 5, 13): mixing is promoted by an entropy gain that is 
propomonal to the number of polymer chains but must take 
account of (usually unfavorable) interactions proportional to the 
much Larger number of contacts between monomers. The nature of 
the monomeric interactions, e x p d  in x, not only may affect the 

final extent of mixing but also may dominate the rate at which two 
diffmnt polymers interdiffuse. 

Interdiffusion of polymers is implicated in a wide range of 
phenomena [see reviews in (9)]. These include adhesion and 
bonding between polymeric materials, the flow and viscoelastic 
properties of polymer blends and mixtures, and, in a more general 
sense, dtects that are associated with the dynamics of chains in 
confined geometries, as in thin films, micropores and microspheres, 
and at surfaces. The process of self-organization of polymeric 
amphiphiles and the development of microstructure in block copoly- 
mers and in polymeric alloys are also intimately related to their 
mutual diffusion. Insight into the factors that underlie these phe- 
nomena is best obtained from direct studies of the interdiffusion 
process. 

Measuring Polymer Interdiffusion 
Diffusion cdc i en t s  that control the mixing of small molecules 

in liquids have values around lo-' an2 s-I (2), but the earliest 
measurements showed that diffusion ram in molten polymers could 
be several orders of magnitude smaller (14). The emergence in the 
1970s of the molecular theories of diffusion (7, Is), based on the 
reptation concept of entangled chains, proved a challenge to experi- 
mentalists to measure self-diffusion, and, more recently, mutual (or 
inter-) diffusion between different polymers, on increasingly finer 
scales. 

Interdiffusion of polymers conmls a host of physical properties 
(9), but experiments that yield concentration profiles across an 
interface between the two polymeric species provide the most direct 
measure. The detailed shape of such profiles, as well as their width, 
and the way these vary with time, contain in principle all the 
information on the interdiffusion process (16); in particular, they 
reflect the variation of the mutual diffusion rate with local composi- 
tion and can be used to derive the molecular mechanisms that 

Flg. 1. (A) Illustration of the entanglement dfect: the transition shown, 
which involves chain contow crossing larrraUy through each other, is 
forbidden (for clarity, only a short segment of each chain is shown). (B) 
Entanglements of a chain with its neighbors (shaded, top) in a melt result in 
a CO-g "tube" about the chain defiwd by the locus of its intersections 
with the other chains (bottom, schematically showing sections of the 
mmmkhg chains in a plane parallel to the paper). 
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control it. A common approach is to create a sharp interface between 
the polymers and observe at a later time how it has broadened as a 
result of interdiffusion, using for the purpose some signal that 
differentiates the two components. The most convenient (and 
chemically nonperturbing) labels are provided by isotopic substitu- 
tion or sometimes the presence of heavy atoms on one of the 
polymers or marker atoms at the interface. Techniques include 
infrared microdensitometry (1 7), microanalytical electron microsco- 
py (18, 19), etching methods combined with mass spectrometry 
(20), neutron (21) and x-ray (22) reflection methods, and ion-beam 
scattering (23). These methods have been used to investigate 
interdiffusion associated with diffusion rates D covering the range 
from to 10-l8 cm2 s- '. At the lower end of the range, such D 
values correspond to a motion of the molecules of only some 100 a 
a day (24), so that spatial resolution is clearly at a premium. 

Of the methods that yield concentration profiles directly, ion- 
beam scattering methods (Rutherford backscattering and elastic 
recoil spectroscopy), extended to the study of polymer interdiffusion 
by Kramer and Mayer and their co-workers at Cornell (23, 25), 
considerably improved the spatial resolution of earlier techniques 
and have been widely applied. These techniques provide a measure 
of interdiffusion on a scale from a few hundred to several thousand 
angstroms, mainly through the use of isotopic labeling (25), where 
protons are replaced by deuterium atoms on the chains. A technique 
very recently developed in our laboratory, based on nuclear reaction 
analysis, provides an even higher spatial resolution (around 100 a ) .  
It has been used to determine interdiffusion profiles between two 
polymers, of which one is deuterated (26). The experimental 
configuration (Fig. 2) relies on the nuclear reaction 3He + 'H 
+ 4 ~ e  + 'H  + 18.35 MeV, and the energy spectrum of the 4He 
particles produced in the reaction yields the concentration profiles 
(inset in Fig. 2) directly. 

The relation of concentration profiles to the underlying molecular 
mechanisms is provided through the mutual diffusion coefficient of 
the two species. The profiles are calculated from Fick's diffusion 
equation (1 6) 

Here the local concentration + of diffusing species at a distance x 
from the interface varies with time t in accordance with a mutual 
diffusion coefficient D that may be strongly dependent on + itself. 
D(+) is the quantity explicitly calculated from the models, and its 
experimental variation is a measure of the molecular theories. How 
closely a model approaches reality may also be gauged by how well 
the experimental interdiffusion profiles are described by Eq. 2 with 
the appropriate D(+), as shown for the profile inset in Fig. 2. 

Mixing of Chains with Different Mobilities 
Interdiffusion between metals of different atomic mobilities was 

observed by Kirkendall many years ago (26): an excess of the faster 
atoms diffused into the region of less mobile atoms, creating 
hydrostatic pressure that led to a bulk or convective flow (flux of 
vacant lattice sites); this in turn moved a layer of marker atoms 
separating the two species. For interdiffusing polymers, however, 
one expects some basic differences, and this has led to controversy 
concerning the mutual diffusion process. In contrast to metal atoms, 
polymer chains are entangled with each other, and they translate not 
by random hops on a lattice but rather by reptation; it is difficult to 
visualize how convective flow of the slower chains could result from 
their reptative interpenetration by the more mobile ones. As the 
compressibility of polymeric liquids is very low, one might expect 

that, in order for the rapidly diffusing chains to reptate into the 
region occupied by the slower ones, the latter need first to reptate 
away to create available space (27); otherwise, unacceptable density 
gradients may be created in the material. Mutual diffusion between 
polymers would then be dominated by the less mobile species, in 
contrast to the result expected from the Kirkendall effect. 

Experimental studies, carried out by Kramer and co-workers at 
Cornell, showed the opposite to be true (23). Interdiffusion between 
two polystyrene samples of identical chemical microstructure but 
with widely differing N values (and hence diffusivities) revealed that 
a layer of gold marker atoms separating the two polymers moved- 
evidence of convective flow-at a rate that was controlled by the 
more mobile chains (23). This observation was interpreted in terms 
of vacancy fluxes or convective flow (23, 28), similar to the vacancy 
fluxes adduced for the metallic interdiffusion effect. There is difficul- 
ty in transferring these concepts to entangled polymers, and the 
interpretation of the polystyrene-marker experiments was criticized 
on the grounds noted earlier (29). The movement of the marker 
layer, which in these experiments was on the order of a few thousand 
angstroms at most, was explained as a transient swelling effect 
reflecting the initial rapid diffusion of the shorter chains during the 
long relaxation time of the more sluggish ones (29). According to 
this view, over larger spatial scales the mutual diffusion would still 
be dominated by the slower moving chains. But recent studies (30, 
31) have shown that, even over macroscopic distances (31), as in 
Fig. 3, interdiffusion between polymers of very widely differing 

Polymer film 
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, .... ......... Charged 
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.- 
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Fig. 2. Schematic illustration of the nuclear reaction analysis experiment 
(24). The 'He beam incident on the polymer bilayer undergoes the reaction 

'He + *H + 4He + 'H + 18.35 MeV 
at depth x, and the magnetic filter allows only 4He particles to reach the 
detector. The energy of these particles decreases with depth x, and their 
energy spectrum can be converted into a concentration-depth profile of 'H- 
labeled chains. This is shown in the inset, which gives the profile at a 
deuterated polystyrene-protonated polystyrene interface before annealing 
(broken line) and after 2 hours at 160°C (data points). The solid curve is 
calculated from the diffusion equation (Eq. 2), making use of the indepen- 
dently determined D(4) .  [Adapted from (24) with permission of the 
American Institute of Physics] 
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diffisivities is controlled by the diffision coefficient of the more 
mobile chains. This results in asymmetric concentration profiles, in 
which the faster moving chains penetrate deeply into the region of 
the slower ones (Fig. 3). 

The weight of experimental evidence today supports the original 
Cornell observation (23): that mutual difision between two entan- 
gled polymers with different diffisivities is indeed largely controlled 
by the difisivity of the more mobile chains. In a molecular picture, 
which reconciles the different points of view (23, 28, 32), the faster 
diffising polymers reptate into the region of the more sluggish 
chains: they do so within an entangling environment, "tubes" due to 
constraints imposed by the slower molecules, which is itself moving 
in the opposite direction by a convective (nondiffusive) mechanism, 
providing the net bulk flow. 

Thermodynamic Slowdown and Acceleration 
Polymers that are chemically different may nonetheless fully mix 

at the molecular level if they are sufficiently compatible, and this 
despite the v e y  low combinatorial entropy gain driving the mixing. 
Quantitatively, this happens whenever unfavorable monomeric in- 
teractions, as measured by the interaction parameter X, fall below 
some critical value x,, which is of order lln' (.'t being the number of 
monomers on the shorter chains) (4, 5). The interaction parameter x 
is temperature-dependent, and, for the usual case where dispersive 
interactions are dominant, decreases with increasing temperature T; 
this leads to phase equilibrium diagrams with upper critical solution 
temperatures (inset to Fig. 4). For most polymer pairs, the critical 
temperature T, (the temperature at which x = x,) exceeds their 
thermal decomposition point, but there are notable exceptions. 
These occur where the monomers are chemically similar, as in the 
case of isotopically different but otherwise identical polymers (33), 
or in uncommon (but important) cases where specific, nondisper- 
sive interactions between different monomers result in attraction 
between them, so that x is negative (34). In the former case, where 
the polymers are fully miscible above T,, the driving force for 
mixing may be significantly reduced by the monomeric repulsions 
(35). This leads to thermodynamic slowing down of the interdiffi- 
sion between the mro species. 

The most direct evidence for this slowing down comes from the 
study by Green and Doyle at Sandia National Laboratories, where 
the interdifision between regular polystyrene (pPS) and its deuter- 
ated analog (dPS) was studied as a function of the composition of 
mixtures of the avo (36). The results (Fig. 4) show a clear minimum 
in the interdifision rate D(+) due to the thermodynamic slowing 
down. The position of the minimum, at about equal \~olume 
fractions of each of the avo components, reflects the effect of the 
repulsive monomer-monomer interactions, which is proportional to 
x+(1 - +) and is maximal for the symmetric case (+ = 0.5). The 
detailed variation of D(+) with composition + can be calculated 
from a model that combines the intrinsic difisivities of the chains 
with the free-energy changes driving the mixing (23, 27, 28, 35). The 
predicted variation, calculated from the appropriate value of X, fits 
the observations closely (Fig. 4). This variation can also be used, via 
the difision equation (Eq. 2), to generate the concentration profiles 
about the interface between pure dPS diffusing into pure pPS. Such 
a calculated profile appears as the solid cunre in Fig. 2, which well 
describes the compositional variation across the interface as the two 
pure polymers interdiffise. 

In contrast to the slowing down described above, which derives 
from the monomeric repulsions, interdifision between avo poly- 
mers that have a negative x undergoes what might be termed 
thermodynamic "acceleration." In this case, mixing is promoted 

Fig. 3. Concentration ,P 
profile (determined by 
infrared microdensitom- O 1 - A 

etr?;) after interdifision ' 
between short (molecu- 5 
lar weight .21 = 32,000) g 
and long (,Vf = 540,000) 5 
polyethylene chains. The E 
dashed and the dotted 
lines are calculated from 
models on the assump- - 
tion that the mutual dif- 8 6 I 

fusion is controlled by -1 .oo 0 1 .oo 
the slow, (longer) or fast x (mm) 

(shorter) chains, respectively: the data clearly fit the latter model. [Adapted 
from (31) with permission of the American Chemical Society] 

both by the weak entropy of mixing and by the net attractive 
interactions between the different monomers. This latter effect is 
locally proportional to x+(1 - +), and, for values of 1x1 that are 
much larger than llA\-, can accelerate the interdiffision process 
greatly relative to either of the self-diffision coefficients (35). A clear 
example of this is exhibited by the compatible polymer pair poly(vi- 
nyl chloride)/poly(~-caprolactone) (P\7CIPCL); for this pair, 
x = -0.38, reflecting an attraction between the PVC and PCL 
monomers thought to arise from a weak dipole-dipole type interac- 
tion. For such a large negative x value, the driving force for 
interdifision is almost entirely due to the mutual monomeric 
attractions, which vary locally as x+(1 - +), and swamps the 
contribution (proportional to 111V) due to the combinatorial entro- 
py. The mutual diffision coefficient for this system (shown in Fig. 
5A) has a strong maximum around the symmetric (+ = 0.5) 
composition which maximizes +(1 - +). 

The apparent acceleration of mutual diffision is magnified for 
these avo polymers by the large disparity in their monomeric 
friction. A common, if indirect, measure of this disparity is provided 
by the glass-to-melt transition temperature. This is the temperature 
below which long-range motion in a melt is frozen out as a result of 
frictional effects (37): a high glass transition temperature implies 

o (Volume fraction of dPS) 

Fig. 4. \'ariation of the mutual difision coefficient D(+) for interdifision 
between deuterated polystyrene (dPS) and protonated polystyrene (pPS), as 
a function of the dPS volume fraction [determined by Green and Doyle 
using elastic recoil scattering (36)l. The dieusion takes place some 60°C 
above the critical temperature (inset) and clearly shows thermodynamic 
slowing down, most markedly around + = 0.5. The dashed line is calculated 
malung use of the appropriate x parameter for the dPS1pPS system. 
[Adapted from (36) with permission of the American Chemical Society] 
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large friction between the molecules. As the local composition varies 
from pure P\7C (+ = 1) to pure PCL (1  - 6 = 1) across the 
interface, the glass transition temperature of the blend decreases 
rapidly and monotonically, with a corresponding increase in local 
mobility of the interdiffusing chains (38). The relation between the 
blend composition, its glass transition temperature, and the local 
friction on the diffilsing chains, even at temperatures well above the 
glass transition, is not well understood at a microscopic level; 
phenomenologically, the large, monotonic increase in chain mobil- 
ity due to decreasing friction across the interface magnifies the 
apparent thermodynamic acceleration ett'ect. It results in a maximum 
in D(+) considerably more marked even than the quadratic 
+(1 - +) relation (broken c u r e  in Fig. 5A). Other studies of the 
interdiffilsion between polymers with negative x values, where 
effects due to ditt'erences in the glass transition temperature were 
minimized (39), show a clear enhancement of the mutual diffusivity 
D(+), which is in good agreement with models in which only the 
thermodynamic driving forces play a role. 

For interdiffilsion driven primarily by the monomeric attractions, 
as for PVCIPCL aid other systems with negative X, the overall 
driving force per polymer chain is directly proportional to A\-. The 
topological constraints acting on entangled chains, on the other 
hand, which force it to reptate, reduce its diffusivity as 111~' (Eq. 1) .  
Overall, therefore, one expects, and there is some evidence for this 
(18), that the combination of these two ett'ects leads to a mutual 
diffilsivity varying as [A\- x ( l l ~ ~ ) ]  = lIA\- (rather than the inverse 
square reptation law). For the case of interdiffusion between 
polymers that are so short that topological effects do not constrain 
their motion to reptation ("unentangled" chains), an unusual effect 
is predicted. The driving force for mixing remains proportional to IY 
for the case of large negative X, but the intrinsic diffusivin in this 
case no longer obeys the 1112" reptation law; it varies rather as lIA\-. 
The net result (for this less colnnlon situation of unentangled 
chains) is a mutual diffusivity independent of the length of interdif- 
fusing chains (40). 

Finally, the composition dependence of D(6 )  for thermodynami- 
cally accelerated interdiffusion can lead to unusual composition 
profiles about the interface. The solution to the diffilsion equation 
(Eq. 2) with a constant D, for an initially sharp interface between 
the diffusing species, leads to the classical error function, or Fick's 
law, profile, with a maximum gradient at the profile midpoint (1 6 ) .  
For the case in which dif-tilsion is driven primarily by monomeric 
attractions (X large and negative), the predicted profile (27) is that of 
a linear composition variation between the interdiffusing species. 

Volume fraction Q (PVC) 

However, where D exhibits an even stronger maximum about 
+ = 0.5, arising, for example, from frictional variation as in the 
PVCIPCL couple, the result is an "anti-Fickian" profile whose 
composition gradient is a min~mum at the profile midpoint. This is 
seen clearly for interdiffusion between pure PVC and pure PCL 
(Fig. 5, B and C) . 

Interdiffusion Between Partially Mscible 
Polymers 

In the limit of thermodynamic slowing down, the mutual diffu- 
sion coefficient in a binary polymer mixture (as in all binary 
mixtures) goes to zero (2, 35, 41, 42). This occurs at the critical 
point of the phase composition diagram, or more generally between 
two coexisting phases at temperatures below T,. Under these 
conditions, the entropic driving force for mixing is exactly balanced 
by the repulsive monomeric interactions, resulting in zero net 
interdiffusive transport. This is the situation for most polymer pairs, 
which at accessible temperatures are only very partially miscible (13). 
The mobilin of the chains, however, remains finite; and nvo 
polymeric species in contact at T < T, will interdiffuse until 
equilibrium between nvo coexisting phases, separated by an interfa- 
cial mixing zone of finite limiting width t i) , ,  is established. This 
interfacial spread is due to the high entropy cost in maintaining too 
sharp an interface between the two phases (43). Interdiffusion in 
these conditions is then quite ditt'erent from that in the situations 
described so far ( T  > T,), where diffusive mixing benveen nvo 
polymers proceeds without limit and results, in time, in a single 
homogeneous phase. The width of the mixing zone itself (for 
x > xc, that is, T < T,) is predicted (43, 44) to v a y  as 
W- = [aI(x - X,)1'2], where a is comparable with a monomer size. 
(The divergence of w, at the critical temperature, where x = x,, 
corresponds to the onset of unlimited interdiffusion.) 

The essential point here is the very small value (around lIA\-) of 
the critical interaction parameter x,, which results from the size of 
the polymer chains. This result implies that, on the one hand, for 
highly incompatible polymers ( X  on order unin), 10, is only a few 
monomers wide (44 ,  as for pairs of incompatible simple liquids. At 
the same time, there is a large range of x (1 >> x 2 x,), and hence 
temperatures, in which the mixing zone mu, becomes sufficiently 
large, of the order of a polymer coil diameter a*, to permit one to 
investigate interdifision in detail conveniently even in the two- 
phase regime. 

This is seen clearly in Fig. 6, which shows the interdiffilsion 
benveen the isotopic pair clPSIpPS, which was recently measured in 
our laboratory both above and below the critical temperature (44). 
In these experiments, nuclear reaction analysis (Fig. 2) was used to 
determine the concentration profiles across an initially sharp inter- 

Fig. 5. (A) Variation of the mutual dif ision coefficient with the PVC 
\~oluine fraction + in the compatible pair PVCIPCL at 91°C  determined by 
rnicroanalytical electron microscopy. The dashed line is the quadratic 
variation Do+( l  - +) (arbitrary Do) espectcd for intcrdifising polymers of 
equal Icngths and difisivities (19). The estimated error is based on the 
scatter in D(+) as evaluated from the origind intcrdifision profiles (19, 40). 
[Adapted from (19) with pcrrnission of hlacmillan i'vIagarines, Ltd.] (B) 
Concentration profilc benvccn intcrdifising PVC and PCL at 91°C calculat- 
ed from the dif ision equation (Eq. 2) with a D(+)  talung the PVC and PCL 
Icngths and rnobilitics into account, \vhich fits the data in (A) inorc closely 
than the quadratic variation. I T  is in units of reduced Icnqh cvxr"',  whcrc x 
is in centimeters, r is in seconds, and cr = 5. lo4 &I- '  s l / ~  (-38). (C) 
Intcrdiffi~sed concentration profile of ,ul initially sharp interface bcnvccn 
PI'C and PCL at 78°C for the salne sn~nplcs as in (A).  IT '  has the sa111c units 
as in (B) (direct comparison of scales is inappropriate because of the diEcrcnt 
tempcraturcs) (49). 
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face between the two polymers. These give the variation with time t 

of the width w of the interfacial mising zone, shown in Fig. 6: for 
temperatures above T,, the interdiffusion results in an interfacial 
width w that increases according to the classical w x \< law. 
However, for T < Tc, as for the two lower curves in Fig. 6, the 
interfacial profile develops with time in a very different fashion. 
After an initial increase, the width w of the mixing zone attains a 
value indicated by the plateau at long times. This is the limiting 
interfacial width w,; measurements at different temperatures 
T < T, (two are shown in Fig. 6)  show that w, increases as T, is 
approached, and that it agrees quantitatively with the predicted 
variation, where the temperature-dependent x(V is independently 
known (33). 

In addition to broadening an initially sharp interface to its 
limiting width w,, interdifision between pure polymeric species 
below Tc leads also to net transport of chains across the interface 
until the phases on either side attain their coexistence compositions. 
For the case where the initial compositions of the polymer phases in 
contact are already at their coexistence values, however, the interdif- 
fusion is strictly limited to the mixing zone; this situation has been 
studied (46) for isotopic blends (dPSlpPS) at several temperatures in 
the two-phase regime ( T  < T,). The initial growth of w (before it 
reaches its plateau value w,) in this case can be described by an 
apparent power law w x t"; the exponent a = 0.34 t 0.06 is 
significantly lower than the exponent for free interdifision. 
Although this is not yet fully understood (47), it underlines the 
different effects that control the initial interdifision rate when the 
species are not fully miscible. 

Summary and Prospects 
Interdiffusion of high polymers is dominated by a number of 

factors arising from their long, flexible, chain-like nature. Entangle- 
ments strongly suppress (by a factor 11.V2) the overall mobility of 
the chains by constraining them to reptate; their large size greatly 
diminishes the role of entropy in driving the interdifision, on the 
one hand, and magnifies molecular length scales (by a factor h:1'2 
relative to monomeric liquids), on the other; and intrinsic mono- 
meric friction can vary greatly between interdifising species, in a 
way that is enhanced relative to the case for simple liquids by the 
need for cooperative motion of monomers on a given chain. Taken 
together, these factors are responsible for the extreme variability of 
both the spatial and the temporal scales of difisional processes in 
polymers. Changes in these scales of many orders of magnitude are 
provided through changes in N, and through minor changes in the 
monomer chemistry and in the temperature, an effect not conceiv- 
able for simple liquids. The long times and large dimensions 
associated with molecular difision processes in polymeric liquids 
make possible convenient and direct experimentation and thus the 
probing of more general phenomena in the liquid state, especially 
near critical points. 

Future work can proceed along several avenues. These relate both 
to basic concepts and to phenomena, outlined earlier, deriving from 
the interdifision process. The cooperative friction effects noted 
above result in glass transition temperatures (37) for polymers that 
are generally very much higher than those for the corresponding 
monomer liquids. In addition, these effects lead to enhanced friction 
also at temperatures that are well above this glass-to-melt transition. 
These temperature-dependent friction effects have long been recog- 
nized and can be accounted for empirically (3) but are not as well 
understood at the molecular level as the entanglement or thermody- 
namic factors. Studies of mutual difision between different poly- 
mers with controlled microstructure (for example, the size of side 

Square root of annealing time [ s " ~ ]  

Fig. 6. Interdiffision broadening of an initially sharp interface benveen dPS 
and pPS. Cun-e a (+) is for a dPS/pPS couple for which the interdifision 
takes place at T > T,  (see schematic inset), showing the interface to broaden 
as t ' lZ ;  cun-es b and c (+ and 0, respectively) are for a dPSipPS couple at nvo 
temperatures T < T,  (inset), for which the interfacial width saturates at long 
times. [Adapted from (44) with permission of the American Institute of 
Physics] 

groups on monomers, or monomer polarizability) and blend com- 
position, as well as studies of their self-difision, will lead to a better 
microscopic insight into this frictional aspect of interdifisive 
transport. 

Refinements to the original reptation model, investigated over the 
last decade in polymeric self- and tracer-diffusion studies (8, 9), such 
as the transport of nonlinear chains, and relaxations arising from the 
nonrigidity of "tubes" in a melt (12) ,  can be extended also to 
interdifision between chemicallv different chains. "Tube" relax- 
ation, in particular, may be more marked in a misture where the 
different monomer microstructures result in large differences in 
chain mobilities. Diffusional processes involving diblock copolymers 
with chemically disparate blocks, which can self-assemble in the bulk 
or segregate at interfaces, with clear analogies in systems of flexible 
biological macromolecules (48), are a particular example for which 
there is considerable practical interest. 

An important aspect of polymer interdiffusion that has not been 
investigated in detail to date has to do with the configuration of 
chains near surfaces or interfaces, or more generally in confined 
geometries, and in particular the disposition of chain ends, which 
must differ from that in the unrestricted bulk. As reptation proceeds 
exclusively through such ends, interdiffusion between two polymers 
whose surfaces are placed in contact to form a sharp interface, for 
example, must initially depend on the rate at which-the chain ends 
can access this interface. This question is intimately related to the 
welding and adhesion of polymeric materials, and to diffusional 
processes associated with polymers in thin films or small pores 
(especially for dimensions comparable with a coil size). Only 
recently have experimental methods such as x-ray and neutron 
reflectometnr, which can determine structure at the scales necessary 
for studying this effect at a single planar interface, been applied to 
polymers. In combination with more direct profiling methods, such 
techniques can probe interdifision and structure in the first few 
nanometers about the interface and shed light on the perturbing 
effect of the interface itself on adjacent chains. 
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A Thermodynamic Scale for the Helix-Forming 
Tendencies of the Commonly Occurring - 

Amino Acids 

Amino acids have distinct conformational preferences coiled monomeric state. The a helices in the dimer 
that influence the stabilities of protein secondary and contain a single solvent-exposed site that is surrounded by 
tertiary structures. The relative thermodynamic stabilities small, neutral amino acid side chains. Each of the com- 
of each of the 20 commonly occurring amino acids in the monly occurring amino acids was substituted into this 
a-helical versus random coil states have been determined guest site, and the resulting equilibrium constants for the 
through the design of a peptide that forms a noncovalent monomer-dimer equilibrium were determined to provide 
a-helical dimer, which is in equilibrium with a randomly a list of free energy difference (AAGO) values. 

H OW AN AMINO ACID SEQUENCE DICTATES THE THREE- has been made in understanding the factors stabilizing a helices. 
dimensional structure of a protein is an intriguing, but Each amino acid has distinct conformational preferences that lead to 
largely unsolved question. While a general solution to the stabilization or destabilization of an a helix (1). Electrostatic 

protein folding problem is not yet available, considerable progress interactions between charged side chains and either the helical 
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