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Inclusion of Thermal Motion in Crystallographic
Structures by Restrained Molecular Dynamics

P1ET GROS, WILFRED F. VAN GUNSTEREN, WM G. J. HoL

A protein crystal structure is usually described by one single structure, which largely
omits the dynamical behavior of the molecule. A molecular dynamics method with a
time-averaged crystallographic restraint was used to overcome this limitation. This
method yields an ensemble of structures in which all possible thermal motions are
allowed, that is, in addition to isotropic distributions, anisotropic and anharmonic
positional distributions occur as well. In the case of bovine pancreatic phospholipase
A;, this description markedly improves agreement with the observed x-ray diffraction
data compared to the results of the classical one-model structure description. Time-
averaged crystallographically restrained molecular dynamics reveals large mobilities in
the loops involved in lipid bilayer association.

HE CLASSICAL REPRESENTATION OF

a protein crystal structure is basically

limited to a single site isotropic mod-
el for each atom. Because of the limited
number of x-ray diffraction data from large
biomacromolecules, the thermal parameters
of each atom, which describe the fluctua-
tions around the average position, cannot be
refined anisotropically. Furthermore, the
atomic motions in large proteins may be
more complicated and include anharmoni-
city, as shown in the segmented anisotropic
refinement of bovine ribonuclease A (1).

BIOSON Research Institute, Department of Chemistry,
University of Groningen, Nijenborgh 16, 9747 AG
Groningen, The Netherlands.
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The inability to model anharmonicity and
anisotropy gives rise to systematic errors
present in the model (2). In molecular
dynamics (MD) simulations, the configura-
tional space is explored and thus anisotropic
as well as anharmonic distributions of the
atoms are obtained as represented by the
trajectory of the atoms. However, calculat-
ing diffraction data from an unrestrained
MD simulation (3) yielded, in the case of
bovine pancreatic trypsin inhibitor, a low
agreement with the experimental data, that
is, a high crystallographic residual R
(= ZNF,l — IF/ZIF,l, where F, and F,
are the observed and calculated structure
factors, respectively) of 0.52.

We have combined MD simulations with

crystallographic data by restraining the
structure factor amplitudes taken over the
whole ensemble of structures to the ob-
served x-ray data. In this crystallographically
restrained MD simulation the following tar-
get function is used:

E = Fpuys + =3 2 (IEo(s)] = K(E(s))?

RO (1)
where Ephy, represents the bond, bond an-
gle, dihedral, improper dihedral, electrostat-
ic, and Lennard-Jones interaction potentials
(4), s is the reciprocal lattice vector, k is a
scale factor, and o, is a weighting factor.
The essential difference with the MD crystal-
lographic refinement procedure (5, 6) is the
use of the ensemble average of calculated
structure factors, (F.), instead of the struc-
ture factors of one single structure. We
considered similar arguments as Torda et al.
(7, 8) for combining nuclear magnetic reso-
nance—nuclear Overhauser effect data and
MD procedures and used a time-weighted,
or “running,” average for the calculation of
(F.) in the restraint:

1
(Ee(s))r = TR

f o™ T E(s)dt (2)
0

where 1, is the structure factor-memory
relaxation time and FL(s) is a structure factor
based on an individual structure at time
point t from the trajectory and depends only
on positional parameters. No individual
thermal parameters are assigned to the at-
oms. The spread of the atoms as found in
the crystal is now represented by the spatial
distributions of the atoms in the generated
ensemble.

Bovine phospholipase A, (BPLA;) is a
123-residuc enzyme that degrades phospho-
lipids and acts primarily on aggregated lip-
ids as in bilayers or in micelles (9). Its crystal
structure has been determined at 1.7 A
resolution and refined to a crystallographic
residual of 0.171 (10). On the basis of the
classic representation of the molecule, with
three positional parameters and one thermal
parameter per atom, the structure-function
relation of phospholipases A, has been stud-
ied in detail (11-13).

We calculated an ensemble of BPLA,
structures that was restrained according to
Eqgs. 1 and 2 to the available x-ray diffraction
data. It appeared that crystallographically
restrained MD gave a significant better
agreement between observed and calculated
x-ray data (Fig. 1A) than cither convention-
al x-ray refinement procedure (10) or unre-
strained MD (3). The improvement ob-
tained by modeling anisotropy and anhar-
monicity is most dramatic in the higher
resolution shells (Fig. 1A). For instance, for
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0.06} Fig. 1. R-factors obtained by time-averaged crys-
tallographically restrained MD of BPLA,. (A)
Crystallographic residual, R = [ (IF,(s)! —
0.00 IFmodel(8)1)/2 [Ey(s)1], as a function of the resolu-

tion, where: (1) Fyoqe1 Was calculated from the
classically refined model (10). The corresponding
curve is indicated by t = 0 ps and 7, = 0 ps (curve
“0, 0™). In this model individual atomic temperature factors were used (10); (i1) Fioae Was calculated as
weighted averages with Eq. 2, from the MD run at times t = 10 ps with 7, = 2 ps (curve “10, 27),
t = 20 ps with 7, = 4 ps (curve “20,4™), t = 40 ps with 7, = 16 ps (curve “40, 16”), and t = 80 ps also
with 1, = 16 ps (curve “80, 16”). During the run a temperature factor of 1 A? was assigned to cach
atom; and (iii) Fy,oqe Was calculated as the average structure factors from the trajectory r = 40 to 80 ps
with 7, = 16 ps (curve “40-80, 16”). Additional overall scaling of IFp,oq4e! to IF,l, vielding a scale
factor of k = 1.082 and a relative overall temperature factor By, = 1.028 A% reduced the residual from
0.104 to 0.098. (B) The R-factor, based on the averaged F., as function of time from = 40 ps to
t = 80 ps. At = 40 ps one single structure had a crystallographic residual of 0.65. After averaging over
a time span of 40 ps, that is, 20,000 structures, the R-factor dropped to 0.104, without additional
overall scaling (14).

175 194 222 267 358 8.00
Resolution (A)

Fig. 2. Mobility of BPLA, as re- B 4 _ -
vealed by crystallographically re-
strained MD. (A) The Ca tracings 60"
of eight structures of BPLA, as i
observed at 4-ps intervals for
t = 40 to 68 ps. From t = 48 to 60
ps some residucs from the loop 112
to 123 occupied positions of a
neighboring ~ molecule,  which
shows that crystal contacts should
be treated explicitly in these calcula-
tions either by van der Waals re-
straints (22) in a vacuo simulation
or by simulating a whole unit cell
with periodic boundary conditions.
(B) Comparison between isotropic
temperature factors averaged over
the main chain atoms as determined
in the classical refinement (10) (solid lines) and as retrieved from the trajectory collected from r = 40 to
80 ps (dashed lines). The isotropic B-factors from the MDD ensemble were obtained as a mean square
fluctuation around one single average conformation of the protein, which means that these B-factors for
the hypermobile regions contain contributions related to different atomic equilibrium positions and
therefore reflect merely their hvpermobility. The correlation coeflicient between the classical crystallo-
graphic temperature factors and the isotropic temperature factors derived from the simulation is 0.45
for all 957 non-hvdrogen atoms; disregarding the outlicrs (AB > 20 A) improves the correlation to
0.73 for 640 atoms.
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reflections between 1.75 and 1.70 A resolu-
tion, the R-factor drops from 0.236 to
0.104. At low resolution the R-factor re-
mains somewhat higher, (0.159 for reflec-
tions between 8.0 and 6.3 A resolution)
because for these data the solvent continu-
um contributes significantly to the structure
amplitudes. In this explorative study the
bulk water in the crystal was not simulated
and this omission caused errors at low reso-
lution. During the simulation all tempera-
ture factors were kept at 1 A? and all atoms
fluctuated around their average positions.
Thus a high crvstallographical residual,
R ~ 0.65, was observed for each individual
structure of the ensemble. After averaging
the structure factors of all structures in the
ensemble, the R-factor dropped to 0.098,
when all data with IF,l > og between 8 and
1.7 A resolution were used (sce Fig. 1B),
whereas the residual of the classically refined
model is 0.171 (10). This reduction in R-
factor was obtained while a good geometry
of the structures in the trajectory was re-
tained (14-17).

Perhaps more important is that the en-
semble of structures contains information
on the mobility of the protein molecule in
the crystal lattice. An impression of the
atomic fluctuations is obtained by inspect-
ing Ca tracings of BPLA; models occurring
at 4-ps intervals (Fig. 2A). As expected, the
interior of the molecules shows only small
fluctuations around the average atomic posi-
tions. In contrast, some surface residues
appear to be highly mobile, even with re-
spect to their backbone conformation. This
motion involves residues Gly** to Glv*,
Val® to Val®, Ser”’ to Glu®', and the
COOH-terminal loop Asn'!” to Cys'? (Fig.
2B). These last three regions are also the
only three regions that differ significantly
between phospholipase A, from the Crotalus
atrox venom and the bovine enzyme (13).
Furthermore, loops 30 to 35, 62 to 66, and
117 to 123 are thought to be part of the
binding site of aggregated phospholipids
(18). Hence, the observed flexibility for
these loops could well be important for the
interaction of the protein with the layer of
polar headgroups of the aggregated phos-
pholipids.

In the case of BPLA, the mobile loops
appear to have one major conformation,
which is observed in the electron density
map. As an example we show in Fig. 3 two
residues from the mobile loop consisting of
residues 77 to 81. The clectron density of
the single distinct conformation is repro-
duced with the structure factors of the en-
semble in a (2IF,! {F)l)expiaay map
(Fig. 3B), where a,, stands for the phase of
(E.). An electron density map, similar to the
one shown in Fig. 3B, is obtained when
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only calculated data are used, that is, with
coefficients  (I(F¢)l)expiaay. This  result
shows that the large spatial distribution of
the atoms seen in Fig. 3C results in a clear
electron density for this loop that is missing
only the electron density of the side chain of
Asn”. The appearance of electron density at
the position of the side chain atoms of Asn”®
in the classical map (Fig. 3A) might be
caused by model bias from the full occupan-
cy of the single site isotropic model. Fur-
thermore, the discrepancy in isotropic tem-
perature factors (Fig. 2B) for these very
mobile regions can be explained by the fact
that classically determined B-factors refer to
the main conformation only, whereas the B-
factors retrieved from the ensemble take all
major and minor conformations into ac-
count. This result means that the interpreta-
tion of the most frequently occurring dis-
tinct conformation for the loop 77 to 81 in
the conventionally refined structure is essen-
tially correct, although this conformation is
only valid for a limited fraction of structures.

An important parameter in these crystal-
lographically restrained MD simulations is
7. The crystallographic restraint (see Eq. 1)
is nonconservative and leads to heating,
which is dependent on the magnitude of ,.
The longer 7, is, the less heating is observed
(14). According to (8), 7, should be chosen
to be as long as possible but still roughly an
order of magnitude smaller than the length
of the simulation.

The method we present can be extended
by including the solvent continuum and the
crystal lattice explicitly in the simulation,
which implies application of the periodic
boundary conditions (19) to the unit cell
and addition of the bulk water. Most likely
this should improve the correlation between
observed and calculated x-ray data, particu-
larly at low resolution. Additional improve-
ment can then be obtained by replacing the
vacuo parameter settings of the MD force
field by the physically more realistic parame-
ter set used for simulation in water (4, 20).
Furthermore, to model static disorder of a

Fig. 3. Comparison of clectron density around
residues Asn” and Asn®” based on the classical F,
(10) and on (F.) from =40 to 80 ps. (A)
Electron density calculated with  coefficients
(2IF,! — IFl)exp(ia.) contoured at la. The thick
lines show the atoms of the classically refined
single site isotropic model (10) (see below). (B)
Electron density calculated with coefficients
(2IF,l = IKEo)l)exp(ia,,) contoured at 1o, where
a,, stands for the phase of the average structure
factor. The position of the classically refined
model corresponds well with the clectron density
obtained by the procedure described in this re-
port, although the atomic positions in individual
structures of the ensemble vary considerably (see
below). (C) Eight structures of BPLA, (thin
lines) at 4-ps intervals from t = 40 ps onward.
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crystal it may be required to perform sepa-
rate MD runs with different starting models.
Hence, when simulating a crystal explicitly
and sampling for a longer time (7,), an cven
more reliable ensemble of structures and
further agreement with the experimental
data is to be expected.

In the case of BPLA; only a few minor
coordinate errors were present in the start-
ing model of the simulation, for instance,
wrongly placed C3 of Leu*! or the wrongly
placed solvent-accessible side chain of Arg*.

These errors were corrected automatically in
an carly stage of the simulation, that is when
7. was small and the individual isotropic
temperature factors were still largelv pre-
sent. Thus it is conceivable that the tech-
nique might also be useful in the refinement
of the single structure itself. Briinger (21)
showed that when a scries of structures is
generated by classical MD refinement, large
fluctuations mav indicate either disordered
or erroneously fitted segments of the mole-
cule. For the time-averaged restrained simu-
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lation it remains to be seen what the effects
will be when the starting model contains
large intrinsic errors. Moreover, for struc-
tures successfully refined at high resolution
by classical procedures, the occurrence of
large errors is most unlikely, and these struc-
tures are therefore good starting points to
study the anisotropy and anharmonicity of
the atomic distributions in the molecule by
the method we present.

Time-averaged crystallographically  re-
strained MD shows that phospholipase A; 1s
more flexible than single site isotropic mod-
cls obtained by classical crystallographic re-
finement techniques would suggest. Large
deviations from the main conformation are
observed, and these are likely to be impor-
tant for the functioning of the molecule.
Time-averaged  crystallographically  re-
strained MD, when applied to structure
refinement, allows for more mobility and
better searching of the conformational
space, in comparison to least-squares meth-
ods and MD refinement procedures (5, 6),
and provides a more complete representa-
tion of a biomacromolecule by calculating
the ensemble of structures based on the
experimental data. Accurate knowledge of
molecular dynamics may prove useful in
various fields of biochemistry.
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Possible Early Pennsylvanian Ancestor

of the Cycadales

RicHARD L. LEARY

A specimen of Lesleya, previously known only as isolated sterile foliage, has been
found with two rows of ovule-bearing receptacles on opposite sides of the petiole. This
specimen is from the Lower Pennsylvanian (Namurian B or C) of western Illinois. The
fertile portion of this specimen is similar to Phasmatocycas kansana Mamay from the
Lower Permian of Kansas and Texas, which Mamay interpreted as an ancestral form to
cycads. Phasmatocycas was found attached to the base of Taeniopteris by Gillespie and
Pfefferkorn. The foliar portions, Lesleya and Taeniopteris, have many features in
common; the major morphologic difference is curvature of the veins. Lesleya and its
attached fertile petiole are proposed as ancestors of Taeniopteris and Phasmatocycas,
and ultimately, the ancestors of modern cycads. This extends the age of known
precursors of cycads back from the Early Permian to Early Pennsylvanian (about 320
million years ago), approximately 35 million years earlier.

URING THE PAST 20 YEARS, SEVER-

al fossil discoveries have shed light

on the question of the origin of
cycads. Delevorvas (1) suggested an origin
within the medullosan pteridosperms. He
suggested that cveads and cvcadeoids were
derived from slender plants bearing com-
pound leaves. He (2) compared the Pennsyl-
vanian pinnately compound Eremopteris za-
mioides (Bertrand) Kidston and Permian
Tinsleya texana Mamay to compound early
cycad foliage.

Mamay (3), on the other hand, in describ-
ing Archaeocycas and Phasmatocycas, suggested
that cycads were derived from plants with
entire leaves. This was borne out by Gilles-
pie and Pfetterkorn (4) who found Taeniop-
teris attached to Phasmatocycas. The material
described here provides additional evidence

Department of Geology, llinois State Museum, Spring-
field, IL 61706.

that cycads were derived from plants with
entire leaves and that compound leaves were
derived as suggested bv Mamay |[figure 11
of (5)].

Several sites in western Illinois have yield-
ed significant information about Early
Pennsylvanian nonswamp floras, both on
their overall composition and on individual
taxa within the floras (6, 7). The Allied
Stone Company quarry in Milan, Illinois,
(8) has been a major collecting site for nearly
15 vears and continues to produce new
species and genera as well as new data on
known taxa.

Specimens described here were collected
from Lower Pennsvlvanian sedimentary
rocks which fill channels croded in the De-
vonian Cedar Valley Limestone (8). The
tossil-bearing strata consist of shale, silt-
stone, sandstone, and occasional thin con-
glomerate.
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