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Stereoscopic Depth Discrimination in the Visual if presented at the optimal disparity for the 
matched polarity pair, that is, a combination 

Cortex: Neurons Ideally Suited as Disparity Detectors .fa bright bar to one eye and a dark bar to 
the other should not elicit a response at the 

IZUMI OHZAWA," GREGORY C. DEANGELIS, RALPH D. FREEMAN preferred disparity of the detector. 
The first two requirements are illustrated 

The possibility has been explored that a subset of physiologically identifiable cells in 
the visual cortex is especially suited for the processing of stereoscopic depth informa- 
tion. First, characteristics of a disparity detector that would be useful for such 
processing were outlined. Then, a method was devised by which detailed binocular 
response data were obtained from cortical cells. In addition, a model of the disparity 
detector was developed that includes a plausible hierarchical arrangement of cortical 
cells. Data from the cells compare well with the requirements for the archetypal 
disparity detector and are in excellent agreement with the predictions of the model. 
These results demonstrate that a specific type of cortical neuron exhibits the desired 
characteristics of a disparity detector. 

T HE NEURAL PROCESS OF STEREO- 

scopic depth discrimination is 
thought to be initiated in the visual 

cortex. However, the mechanisms of this 
neural process are not clear (1). One funda- 
mental question concerns the roles of specif- 
ic cell types in the processing of information 
concerning stereoscopic depth. The two ma- 
jor subdivisions of cortical cells, as deter- 
mined physiologically, are "simple" and 
"complex." Simple cells have receptive fields 
(RFs) that consist of spatially separate sub- 
regions that respond to either onset or offset 
of a flashed stationary bar of light (ON or 
OFF responses). Alternatively, a bar stimulus 
that is brighter or darker than the back- 
ground may be used to classifp a simple cell 
(Fig. 1A) (2). Complex cells, on the other 
hand, respond to a stimulus anywhere with- 
in the RF for both bright and dark bars 

*To whom correspondence should be addressed. 

(Fig. 1B). Complex cells, therefore, are in- 
sensitive to contrast polarity, that is, wheth- 
er the stimulus is darker or brighter than the 
background, and are only broadly selective 
to stimulus position. Upon cursory analysis, 
these monocular characteristics of complex 
cells appear inappropriate for fine stereo- 
scopic depth discrimination because precise 
position and contrast information are not 
available. However, the study of binocular 
properties of these cells, reported here, dem- 
onstrates that a proportion of complex cells 
is especially suited as fine binocular dsparity 
sensors (3). A model of this sensor provides 
quantitative predictions that may be com- 
pared with responses of cells. 

What additional binocular properties of 
complex cells are required in order to create 
a suitable disparity detector? First, the dis- 
parity selectivity of complex cells must be 
much finer than that predicted by the size of 
the RFs (4). Second, the preferred disparity 
must be constant for all stimulus positions 
within the RF. Third, incorrect contrast 
polarity combinations should be ineffective 

in Fig. 2. In Fig. 2A, a cross-sectional view 
is shown of the plane containing the two 
eyes and the RFs. The RF of a cortical 
neuron is depicted in image space on left eye 
and right eye retinas. When extended into 
object space, the intersections between left 
and right RF projections define the region 
that is "viewed" by the cell through both 
eyes (hatched, diamond-shaped zone). 
Planes of constant disparities are indicated 
by horizontal lines for uncrossed (positive) 
and crossed (negative) disparities. If a neu- 
ron simply detects the simultaneous pres- 
ence of a stimulus within both left eye and 
right eye RFs, any stimulus that falls within 
the diamond-shaped zone will excite the cell. 
Because this region spans a wide range of 
binocular disparities, the neuron is limited 
to crude disparity sensitivity. A disparity 
detector must respond to a much more 
restricted range of visual space. In this case, 
the dark shaded oval region around zero 
disparity represents a suitable zone. 

A graphical depiction of this region is 
shown in Fig. 2B. Stimulus positions along 
the left eye and right eye RFs are represent- 
ed on the XL and XR axes, respectively. The 
diagonal slope represents a plane of constant 
(zero) disparity. As in Fig. 2A, a region of 
visual space is defined (hatched square) 
within which left eye and right eye RFs are 
jointly stimulated. The dark shaded area 
corresponding to the oval in the upper part 
of the figure is shown along the diagonal, 
which represents zero disparity. Again, this 
latter zone represents the narrow response 
range of our disparity detector tuned to a 
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constant disparity. For nonzero disparity, 
the sensitive region for a detector must be 
located parallel t o  and off the diagonal. 

The third requirement concerns matching 
of contrast polarity. The archetypal disparity 
deecctor should respond to stimuli delivered 
to both eyes at the preferred disparity, pro- 
vided that contrast polarity is the same. 
Thus, a matched pair of bright or dark bars 
with correct disparity should yield a vigor- 
ous response. However, the detector should 
not be activated if contrast polarities of the 
bars are different in the G o  eves because 
such a difknce cannot arise frdm the same- 
part of a binocularly viewed object. This is a 
nontrivial requirement because, monocular- 
ly, complex cells respond similarly to bright 
or dark bars within the RF. It is therrfbre 
counterintuitive to excat the detector to 
reject a pair of bars aithe correct disparity 
on the basis of mismatched contrast polarity 
(5'- 

We have conducted tests of neurons in the 
cat's visual cortex in order to determine if 
the cells in a biological system llfill the 
requirements fbr the disparity detector out- 
lined above (6). Once extracdlularly record- 
ed action potentials from a cell are isolated 
and RFs -are located, initial tcsts are per- 
formed with moving grating stimuli that 
consist of alternating black and white smpes 
with sinusoidal luminance distribution 
auoss the bars. We found the optimal mon- 
optic parameters of the grating by measur- 
ing the neuron's discharge rate to W e n t  
values of orientation and spatial fioquency. 
We determined the sensitivity to binocular 

Complex 

disparity by presenting gratings dichoptical- 
ly at a variety of relative phases. Thesc and 
other standard tests w& used to classifv 
each cell as simple or complex and to estaL 
lish if the neuron was disparity-selective (7). 
To compare responses of cells with those of 
the archetypal detector, we obtained de- 
tailed b i i a r  interaction profiles with re- 
spect to positions and c o n e  polarities of 
stimuli for the two eyes. We used a binocu- 
lar version of a reverse correlation technique 
that provides a rapid and quantitative meth- 
od of mapping these profiles (8). In this 
procedure, a bar of optimal orientation is 
presented to each eye simultaneously fbr 50 
rns. For each eye, position and contrast 
polarity of the bar are randomized, and 
difkrent stimuli are presented in successive 
flashes. To cover all possible left-right am- 
binations of stimuli, the stimulus set is con- 
structed so that it fbrms a two-dimensional 
array of points covering the hatched square 
of Fig. 2B. After the procedure has been 
repeated with different randomized stimulus 
sets, complete disparity selectivity profiles 
are obtained as four two-dimensional histo- 
grams, one for each permutation of contrast 
pairs. 

Results have bccn obtained fbr 79 cortical 
cells, of which 40 are simple and 39 are 
complex. Findings for representative cells 
are shown in Fig. 3A. For the simple cell 
(top row of panels), disparity selectivity 
profiles are shown for all four combinations 
of bright and dark bars fbr the two eyes. For 
the matched pairs (kft two panels in this 
row), dear complementary patterns are seen 
for bright and dark pair responses. Clearly, 
both position and contrast polarity critically 
affect the response profile. These binocular 
response profiles for the simple cell are easily 

Fig. 1. Two-dimensional RFs of representative 
neurons in the primary visual cortex. Each panel 
represents a square area.(SO 9 So) slightly larger 
thananRF.Thcarea~sonentedtomatchthe 
prefaced orientation of each neuron. An array of 
20 by 20 locations is used to estimate local 
mponsivity for dark and bnght bars. The darker a 
point in each panel, the more likely the cell is to 
fire when stimulated with an appropriate bar at 
this loation. The w e  below each panel shows a 
one-dimensional RF profile obtained by integrat- 
ing the comspondrng two-dimensional profile 
along the y axis. (A) Simple cell RFs are shown 
for dark and bright bar stimuli on lefc and right 
sides, rcspcctively. Note that the dark and bright 
stimuli caw responses in spatially separate elon- 
gated subrepons. The square area and the stimu- 
lus bars are oriented 10" from vertical. The dirnen- 
sions of the stimulus bar are 2" by 0.5" (8) 
Complex cell RFs. Both bright and dark bars 
excite the neuron in the same general area within 
the RFs. In addition, no elongated subregions are 
observed. The square area and the stimuli are 
oriented 15" from vertical. The stimulus dimcn- 
sions are 1.5" by 0.5". 

predicted fiom the one-dimensional monoc- 
ular RF p d e s  shown at the bottom and 
left margins of each panel (9). S i a r  com- 
plementary p d e s  are also observed fbr the 
mismatched contrast pairs (right two panels 
in this row) (10). 

Consider next the results for a complex 
cell (Fig. 3A, second row). The two panels 
on the left represent response profiles ob- 
tained with matched contrast pairs (two 
dark or two bright bars). Note the similarity 
of these p d l e s  to the desired behavior of 
the archetypal detector in Fig. 2B (11). 
Elongated response contours are seen along 
the diagonal, indicating that the disparity 
selectivity is much narrower than the extent 
of the RFs. The contours also indicate that 
the prefixed disparity is constant and inde- 
pendent of stimulus position within the 
fields. Results for pairs of matched bars (two 
dark or two bright) show similar patterns, 
indicating that response is independent of 
contrast polarity. In both cases of mis- 
matched contrast polarity pairs (right two 
panels of the second row), the disparity 
along the diagonal, which is most e f f ' e  
for the matched contrast pairs, is indective 
in that there is a clear lack of response. The 
disparity selectivity profile fbr this condition 
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Disparil 

~ i t y  :, 0 
sparity = 0 
F.: ---- :.. . 
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disparity detector. (A) Geomeery of a biioculac 
viewing condition as viewed from above. (8) The 
requirements fix a disparity detector are shown 
with Cartesian coordinates where axes represent 
positions along left and right RFs. 
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is complernentaty to that of the matched mismatched contrast polarities at the dispar- here llfill all three requirements for the 
contrast pair, and there are two excitatory ity that is optimal for the matched condi- disparity detector. 
contours that run parallel to the diagonal. tion. Similar data h m  another complex cell Response charactecktics for the cells de- 
This indicates that the prefkrrd disparity for are shown in the third row of Fig. 3A, and scribed above ace typical of what we have 
the mismatched contrast pair has a difEcent one sees the same basic ~~ as those observed. Although there are individual 
value than that for the matched pair. These described above. Considered together, the variations, all of the simple cells we have 
findings show that the complex cell rejects properties of the complex cells illustrated recorded Mow the patterns of the example 
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Fig. 3. (A) Data are shown from three cortical neurons, and the predictions 
of a model are also illustrated for complete sets of dichoptic stimulus 
conditions. Rows give responses of different cells o r  the model, and columns 
represent the four different stimulus conditions illustrated schematically at 
the top. For each panel, the horizontal and vertical avcs represent stin 
positions along the Icft and right RFs. respectively. The stimulus for eac 
is a long, optimallv oriented bar with randomly selected contrast po 
(dark or bright) and position. The darker a location in each panel, the 
responsive the neuron is to  the corresponding stimulus. Cunes don! 
bottom and left margins in the top two rows depict monocular 
dimensional RF profiles obtained from separate experimental tesn. Fa 
simple cell (top row), each avis spans 6". and bars are 4" bv 0.5" in sin 
oriented 20" from vertical for the left eve and 10" from vertical for the 
eve. The slight difference in orientations probably reflects the cyclorot 
ofthe eves in paral!~xd animals. The darkest square represents a firing r: 
6.1 spikes per stimulus. For the first complex cell (second row). cacb 
spans So, and bars are 4" by 0.5" in s i x  and oriented at 15" from vertic, 
both yes .  The darkest square represents a firing rate of 2.7 spikes per 
stimulus. For the second complex cell (third row). cach axis spans h" and bars 
are 20" by 0.4" in size and oriented at 60" from vertical for the left eye and 
50" from vertical for the right eye. The darkest squarc represents a firing rate 
of 4.1 spikes per stimulus. The predic~ion of the model (bottom row) 
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in Fig. 3A. With respect to complex cells, 
the response patterns described above are 
found mainly in a subset of cells that meets 
two conditions. First, they exhibit disparity 
(phase) selectivity to dichoptically presented 
sinusoidal gratings. In our current study, 
51% of complex cells showed disparity se- 
lectivity. Second, they are highly binocular 
in that each eye is nearly as effective as the 
other in driving the cell. All complex cells in 
our sample that fulfill these conditions ex- 
hibited the desired behavior (12). Of 39 
complex cells tested, 15 had response prop- 
erties that fulfilled the requirements for a 
disparity detector that we have outlined 
here. 

To propose a mechanism by which com- 
plex cells might achieve the required dispari- 
ty sensing properties, we have developed a 
model that can account for this behavior 
(Fig. 3B). In this scheme, the complex cell 
receives inputs from four elements that be- 
have as simple cells (13). These four simple- 
type subunits are organized into two "push- 
pull" pairs (14), that is, members of each 
pair are mutually inhibitory. These push- 
pull pairs are in quadrature phase, that is, 
their spatial phases differ by 90" (15). Out- 
puts from the simple-type subunits are half- 
wave-rectified and emerge through a squar- 
ing nonlinearity (16). RF profiles of the 
simple-type subunits are represented sche- 
matically to the left by Gabor functions (1 7). 
The predictions of this model, for the four 
contrast conditions used to test the cells, are 
shown in the bottom panels of Fig. 3A. 
Column by column comparisons between 
the predictions of the model and the data 
from the complex cells show striking match- 
es. Although there may be other models that 
can account for the behavior of the complex 
cells described above, the configuration we 
suggest in Fig. 3B requires the fewest sub- 
units and is plausible because it incorporates 
a well-established hierarchical cortical archi- 
tecture. The model thus provides a quantita- 
tive foundation for a hierarchical organiza- 
tion of the visual cortex, in that the outputs 
of specific simple-type subunits are com- 
bined to produce a complex cell receptive 
field. 

Simple cells are also selective to binocular 
disparity. However, they do not encode 
disparity information exclusively because 
they are also selective for position and con- 
trast polarity, spatial frequency, and orienta- 
tion. In this sense, a simple cell is a sensor 
for a multitude of stimulus parameters. On 
the other hand, complex cells encode dispar- 
ity information independently of position 
and contrast polarity. Such invariant proper- 
ties are advantageous for a detector because 
responses are not affected by changes in 
irrelevant parameters. 

How do our results relate to the tradition- 
al notion of the neural basis of stereoscopic 
depth discrimination? Consider the syrnme- 
try of profiles about the diagonal for the 
complex cell data shown in Fig. 3A. Accord- 
ing to the traditional view, this would be 
classed as "tuned excitatory" because of the 
symmetry about zero disparity (18). This 
classification system also incorporates "near" 
and "far" cells with asymmetric disparity 
profiles. We also found neurons with asym- 
metric tuning profiles, as shown for a com- 
plex cell and a model (Fig. 3C). The model 
is identical to that of Fig. 3B except that the 
RF profiles of the four subunits are different 
for the left and right eyes (Fig. 3C, insets). 
For both the data and the predictions of the 
model, the elongated excitatory regions are 
not centered on the diagonal. Furthermore, 
the maximum binocular response is ob- 
tained when the stimulus is positioned 
slightly off from the peaks of the monocular 
excitatory profiles (white cross-hairs) . This 
indicates that selectivity to a nonzero dispar- 
ity does not necessarily require lateral spatial 
offsets of RF positions, as suggested previ- 
ously (I) ,  but can instead arise from the 
difference in RF profiles of subunits be- 
tween left and right eyes. The primary dif- 
ference between the traditional classification 
system and our scheme is that, in the former 
case, no special distinction is made for the 
roles of simple and complex cell types. In 
our model, simple units serve as compo- 
nents for building the archetypal disparity 
detectors (19). 

In conclusion, our results show that a 
subset of complex cells in the visual cortex is 
especially suited for the detection of binocu- 
lar disparities. The model we propose shows 
that this behavior of complex cells can be 
achieved by combining outputs from a small 
number of appropriate simple-type W s .  
These complex cells must be part of a larger 
system of disparity processing neurons. 
Note that the complex cells we have studied 
also carry information concerning spatial 
frequency (or size) and orientation, a fact 
not considered in previous neural explana- 
tions of disparity selectivity. One way in 
which all of these response properties can be 
integrated is by encoding binocular disparity 
information in the visual cortex at a number 
of different size or spatial frequency scales 
(1). Complex cells at each scale can signal 
disparity information with a range and accu- 
racy commensurate with their selectivity to 
size or spatial frequency. This scheme, there- 
fore, enables a unification of monocular 
image and binocular disparity representa- 
tions. 
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Activation of Extrastriate and Frontal Cortical 
Areas by Visual Words and Word-Like Stimuli 

Visual presentation of words activates extrastriate regions of the occipital lobes of the 
brain. When analyzed by positron emission tomography (PET), certain areas in the 
left, medial extrastriate visual cortex were activated by visually presented pseudowords 
that obey English spelling rules, as well as by actual words. These areas were not 
activated by nonsense strings of letters or letter-like forms. Thus visual word form 
computations are based on learned distinctions between words and nonwords. In 
addition, during passive presentation of words, but not pseudowords, activation 
occurred in a left frontal area that is related to semantic processing. These findings 
support distinctions made in cognitive psychology and computational modeling 
between high-level visual and semantic computations on single words and describe the 
anatomy that may underlie these distinctions. 

S TUDIES IN COGNITIVE PSYCHOLOGY often been argued that some lexical and 
(1-3) and neurology (4) have sup- semantic processing is carried out automati- 
ported the idea that there are complex cally whenever a word is presented (7 ) .  This 

computations made on words and word-like processing may involve areas within the left 
letter strings that link the visual input into a prefrontal cortex ( 8 ) ,  but there was no evi- 
unit. For example, each letter of a word can dence of activation of the left frontal area 
be ~erceived at-a lower threshold than when 
that letter is presented alone or as part of a 
nonsense string of letters (3). This perceptu- 
al advantage extends to pseudowords, mean- 
ingless letter strings that are similar to words 
(for example, POLT), but not to random 
strings of letters (for example, PXQLO) 
suggesting that this effect does not involve 
the meaning of the string but its regularity, 
that is, its similarity to strings of letters that 

during passive presentation of words (6). To 
explore these issues further, we designed 
PET experiments to compare the areas acti- 
vated during the visual-representation of 
four different sets of word-like stimuli. 

Subjects were normal volunteers between 
18 and 49 years old. All subjects (n = 8, five 
males and three females) were native English 
speakers and strongly right-handed. Most 
subjects were students in the medical, allied - 

would be words (5). health, or graduate schools of Washington 
In an earlier study of single word process- University. These people, as a group, were 

ing, we showed that passively presented assumed to be normal or above in reading 
visual words activated a number of extra- skills and general intelligence. 
striate areas bilaterally in the occipital lobes The PET imaging, general task design, 
(6). In that study, only words were used as and data analysis strategies have been de- 
stimuli. thus there was no evidence that scribed and include ii) the use of 150- 

\ ,  

these activations were unique to words. labeled water as a blood flow tracer [the 
Additionally, when subjects were required short radioactive half-life (123 s) and scan 
to generate the meaning of visual or audi- time (40 s) of [ ' 5 0 ] ~ 2 0  allow eight scans 
tory words, or to monitor a list of words for to be done in a single session (9)]; (ii) paired 
a semantic category, an area of the left (task minus control) image subtraction to 
prefrontal cortex was active, suggesting that isolate areas of change between active and 
this frontal region is related to semantic control conditions (10); (iii) intersubject 
processing (6)- In cognitive studies it has image averaging to increase the signal 

strength of active regions compared to the 
noise background (11); (iv) a two-stage 
(omnibus A d  post hoc) statistical analysis 
to describe the significance of the foci in the 
averaged subtraction images (11). 

Seven scans were ~erformed on each sub- 
ject. A fixation-point-only control scan was 
obtained while the subject fixated on a blank 
screen inter~osed between each offour stim- 
ulus-set scans (12). The order of prcscnta- 
tion of stimulus sets was counterbalanced 

*Present address: The Johns Hopkins Hospital, Neuro- among and the order of presen- 
radiology Section, Meyer 8-140, Baltimore, MD 21205. tation within sets was pseudorandomized. 
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