
From Force Fields to Dvnamics: 
Classical and ~ u a n t a f  paths 

Reaction path methods provide a powerfid tool for bridg- 
ing the gap between electronic structure and chemical 
dynamics. Classical mechanical reaction paths may usually 
be understood in terms of the force field in the vicinity of 
a minimum energy path (MEP). When there is a signifi- 
cant component of hydrogenic motion along the MEP 
and a barrier much higher than the average energy of 
reactants, quantal tunneling paths must be considered, 
and these tend to be located on the corner-cutting side of 
the MEP. As the curvature of the MEP in mass-scaled 
coordinates is increased, the quantal reaction paths may 
deviate considerably from the classical ones, and the force 
field must be mapped out over a wider region, called the 
reaction swath. The required force fields may be repre- 
sented by global or semiglobal analytic functions, or the 
dynamics may be computed "directly" from the electronic 
structure results without the intermediacy of potential 
energy functions. Applications to atom and diatom reac- 
tions in the gas phase and at gas-solid interfaces and to 
reactions of polyatomic molecules in the gas phase, in 
clusters, and in aqueous solution are discussed as exam- 
ples. 

T HE DEVELOPMENT OF PRACTICAL AND ACCURATE METHODS 

to treat the dynamics of chemical reactions is a critical 
challenge to theoretical chemistry. Most approaches involve 

two steps-the standard approach is first to use some means to 
determine or approximate as much as possible of the potential 
energy function (PEF) (1) and then to use that PEF as a starting 
point for investigations of the dynamics. In principle, it is desirable 
to know the dependence of the PEF on a wide range of all variables, 
but this becomes increasingly impractical as the complexity of the 
reaction increases, so computational efforts must be focused on 
essential features. 

Many approaches have been used for mapping PEFs for chemical 
reactions. One method is to fit an analvtic PEF so that dvnamics 
calculations agree with available experimental rate data. The diato- 
mics-in-molecules procedures developed from the early work of 
London, Eyring, Polyanyi, and Sato (2) (often referred to as the 
LEPS or generalized LEPS method) have been very usehl for such 
semiempirical hnctions. This approach has been used for many 
years, for example, for the H + H2 and C1 + H2 reactions (3). 
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In recent years the capability to perform accurate electronic 
structure calculations of PEFs has improved dramatically (4, 5) ,  and 
it is now possible to improve upon the purely semiempirical 
approach by fitting ab initio or semiempirical electronic structure 
calculations at important points on the PEF or by combining 
electronic structure calculations for certain features of the PEF with 
additional refinement based on comparing dynamics calculations to 
experiment. For reactions with more than four atonis, for example, 
the reaction of CH3 with H2 (6, 7), the LEPS approach is sometimes 
applied to atoms involved in bond breaking and malung and 
combined with "molecular mechanics"-type models for nonbonded 
interactions. Other approaches are reviewed elsewhere (8). Determi- 
nation of the critical geometries, interpolation of the electronic 
structure results, and analytic representation of the whole PEF from 
information at selected points is a stimulating challenge to the 
dynamicist's skill and experience, and it allows for the artful 
interplay of theory and experiment. Nonetheless, it is often prefera- 
ble for such investigations to be more systematic in order to allow a 
wider range of applications. 

In order to capture most of the physics while keeping our 
treatment computationally tractable, we need to ignore large parts 
of the PEF. The first step in such a development is the recognition 
of key topological features of PEFs that must be treated as accurately 
as possible for reactive systems. The most significant of these are the 
points that have a zero gradient of the energy with respect to atomic 
coordinates and therefore correspond to stationary points. If the 
matrix of second derivatives of the potential energy with respect to 
atomic coordinates (hessian) at such a point is positive semidefinite, 
then the point is a local minimum. If the hessian has one (and only 
one) negative eigenvalue, then the associated eigenvector gives the 
direction of (downhill) motion to reactants and products, and the 
point is a saddle point. In conventional transition state theory (TST) 
(9), rate constants for chemical reactions are approximated entirely 
on the basis of the geometries, energies, and energy derivatives at 
stationary points (by the calculation of the appropriate partition 
functions from molecular structures and vibrational frequencies). 
This approach provides a simple model for the prediction of 
Boltzmann-averaged rate coefficients. Modern techniques in elec- 
tronic structure theory now make it relatively straightforward to 
determine the gradient and hessian at enough geometries to find and 
characterize the stationary points even for many-atom systems (10). 

In many cases we are not satisfied with a description based only 
on stationary points or with only calculating thermal rate coeffi- 
cients, and we seek to map out and utilize a larger portion of the 
interaction space, including the minimum-energy valleys connecting 
reactants and products to saddle points and the ridges through 
which reactions may proceed by tunneling. These features certainly 
affect rate constants significantly in many cases, and in addition they 
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are crucial for determining state-to-state cross d o n s ,  especially 
when the product energy distribution is nonstatistical. We h d  that 
generalized transition state theory and semiclassical tunneling meth- 
ods allow us to base calculations of rate constants, threshold 
energies, and tunneling probabilities on the most critical parts of the 
PEF without having a global representation of this function. The 
most systematic way to calculate these critical PEF features is to 
begin with the steepest descents paths that connect saddle +inn to 
minima. Such a path is referred to as a minimum energy path 
(MEP). Physically intuitive approximations to the dynamics in the 
vicinity of an MEP [such as one-dimensional (1-D) tunneling, 
internal centrifugal effeas, vibrational adiabaticity, and infinitely 
damped trajectories] are facilitated when the path is calculated in 
isoinertial coordinates, that is, in any coordinate system that is mass 
scaled to make the effective reduced mass the same for all atomic 
displacements [a familiar example is the mass-weighted system (1 1) 
of infrared specnoscopy in which the effective reduced mass is 
chosen as 1 mu]. The MEP in an isoinertial coordinate system (12- 
16) is sometimes referred to as the intrinsic reaction coordinate 
(IRC) (15), and we use the two terminologies (MEP and IRC) as 
SY"0~yms. 

When potential energy contours are plotted in isoinertial coordi- 
nates, the angle (commonly called the skew angle) between the 
reactant and product valleys depends on the mass combination, and 
hence so does the curvature of the MEP. This is illustrated in Fig. 1, 
which shows four examples of MEPs: that for the H + Dz reaction 
has small curvature because the skew angle is 65.9"; those for 
0 + Hz and C1+ HD have medium curvature and skew angles of 
46.7" and 36.4", respectively; and that for Cl + HCl' (where C1 
denotes " ~ 1  and C1' denotes 37C1) has large curvature because the 
skew angle is only 13.4". The physical meaning of the skew angle 
follows from the fact that mass scaling converts mass effects into 
relative distances. Thus, for example, in a light-atom transfer, the 
motion from the reactant valley to the product valley corresponds to 
a small reduced mass and hence a fast motion--thus in mass-scaled 
coordinates the two valleys must be very dose, resulting in a small 
skew angle. 

Knowledge of the sequence of geometries along the MEP allows 
one to calculate the curvature of the path and hence the reaction 
path kinetic energy (13, 17-20), and knowledge of the potential 
along the path and the force constants for motion transverse to it 
allows one to write a convenient reaction-valley potential (13,14, 17, 
18,21) for low-energy dynamical motioni c o ~ e c t i n ~  reactants and 
products. One method based on such information is variational 
transition state theory (VTST). VTST uses a criterion of minimum 
flux (22), maxim- vibrationally adiabatic energy (23, 24), or 
minimum fiee energy of activation (20, 21, 24-26) to determine a 
dynamical bottleneck for overbarrier processes, which tend to 
involve only motions in the vicinity of the MEP. When the 
curvature of the MEP is small, realistic tunneling probabilities can 
also be calculated entirely from the reaction path, its curvature, and 
the reaction-valley potential (20,27,28). When, however, the MEP 
is highly curved, tunneling may proceed by shortcuts through 
regions beyond the radius of curvature of the MEP (29, 30) as 
illustrated in Fig. 1C; such regions are wider than the valley that can 
be described in curvilinear coordinates based on the ~ a t h  itself. Then 
the reaction path, its curvature, and the reaction-valley potential do 
not provide enough information for an adequate treatment of 
reaction dynamics, and one needs to explore a region adjacent to the 
reaction path called the reaction swath. In either the small- or large- 
curvature cases, the effects of tunneling may be incorporated into 
VTST by a ground-state transmission c d c i e n t  (20, 28, 30, 31). 
In the present article, we discuss the use of minimum energy 

paths, reaction-valley potentials, and quanta1 tunneling paths for 
reaction dvnamics. First we discuss the essential features of varia- 
tional transition state theory and semiclassical treatments of tunnel- 
ing. This is followed by a discussion of reaction paths, reaction-path 
force fields, dynamics, and recent applications. 

Variational Transition State Theory 
A generalized transition state (GTS)  is a hypersurface in phase 

space (which is the space of all position and momentum coordi- 

f lg. 1. Potential energy contours (black), m i -  
tion states (red), minimum energy paths (green), 
and tunneling paths (blue) for four representative 
reactions A + BC -, AB + C in isoinemal coor- 
dinates. RAmBC is the distance from A to BC; y ~ c  
is the mass-scaled distance between B and C; and 
only collinear geometries are illustrated. The tran- 
sition states are surfaces dividmg reactants fiom 
products; they are located at the saddle point and 
have zero-point vibrational amplitude for the 
vibration transverse to the minimum energy path. 
The reaction proceeds from Iowa right to the top 
of the @we in each case. (A) H + D2 + HD + 
D. The tunneling path is a Marcus-Coltrin path 
(24,27), which is appropriate for small-curvature 
systems. (8) 0 + H2 + OH + H. The tunneling 
path is the optimum LAG path (39, 69) for a 
typical tunneb  energy at room temperature. 
(C) C1+ HD -, HCI + D. The tunneling paths 
are three trial paths for a least-action tunneling 
calculation (39) at a typical tunneling energy. The 
optimum t u n n e b  path in this case is between 
the two blue curves I y g  closest to the green 
curve. (D) 35C1 + H3 U + H3'U + 37C1. The 
tunneling paths are large-curvature paths (30) for 
two diffefcnt energies: the one farther from the 
green curve for a typical tunneling energy and the 
one closer to the green curve for a lugher energy. 
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nates) or coordinate space that divides reactants from products (21, 
22, 31). The conventional transition state is a special case depending 
only on coordinates (not momenta) and passing through the saddle 
point; it is constrained to be a hyperplane in isoinertial coordinates 
and to be perpendicular to the imaginary frequency normal mode. I t  
can be shown (22) that in classical mechanics under thermal 
equilibrium conditions of the reactant [which conditions are usually 
assumed to hold (32)] the rate coefficient k(T) is bounded from 
above by the one-way flux coefficient kGT(T) for passage through 
any GTS, and if the GTS is varied without constraints, then min 
kGT(T) = k(T). This is the basis for VTST: we vary the GTS to 
minimize the calculated flux coefficient, and the minimum value is 
accepted as an approximation to k(T). The GTS corresponding to 

1 

the minimum flux constitutes a "dynamical bottleneck" to the 
reaction. 

The theory as presented above is not useful for two reasons: (i) for 
an N-atom system, phase space has 6 N  dimensions, and uncon- 
strained variations of the GTS are impractical; and (ii) quantum 
effects, especially zero-point motions and tunneling, are very impor- 
tant, and classical mechanics is inadequate. Current practical VTST 
and tunneling methods (20, 24, 26, 31, 33) have evolved as a way to 
overcome these limitations. 

The signed distance along the MEP from the saddle point, 
measured in the isoinertial coordinate system, is called s. We define a 
one-parameter sequence of GTSs, where the parameter is the value 
of r at which the GTS crosses the MEP. Each GTS is, at least in the 
vicinity of the MEP, a hyperplane in isoinertial coordinates and 
orthogonal to the MEP at the point of intersection. 

Practical VTST calculations are carried out as follows: First the 
MEP is calculated on a grid with stepsize 6s; this requires at least one 
gradient evaluation for each step. Then, at typically larger intervals 
As, one calculates the curvature components and a hessian and 
perhaps higher derivatives depending on whether anharmonicity 
(33, 34) is to be included in the partition functions. At these hessian 
points one also calculates the GTS standard-state molar-free energy 
of activation AGGT3O(~,s) for each temperature of interest. The 
curve of AGGT,O(T,s) as a function of s is called a free energy of 
activation profile. The VTST rate constant for a canonical ensemble 
at temperature T is given by (21, 24, 26) 

kCVT(T) = min (kBTlh)I@ e x p [ - ~ ~ G T 9 0 ( ~ , s ) l ~ ~  (1) 
S 

where CVT denotes canonical variational theory, kB is Boltzmann's 
constant, h is Planck's constant, F?' is the reciprocal of the standard 
state concentration for bimolecular reactions and is unity for 
unimolecular reactions, and R is the gas constant. Thus the varia- ., 
tional transition states are the maxima with respect to r of 
AGGT,O (T,s). 

At low temperature, the variational transition state, which is the 
location of the minimum in Eq. 1, occurs at the maximum of the 
vibrationally adiabatic(a) ground-state(G) potential curve defined 
by (20, 26) 

where VMEp(s) is the Born-Oppenheimer potential along the MEP, 
and ~$3) is the local zero-point energy. Thresholds for vibrational- 
ly excited reactants or products are well approximated by the 
maxima of excited-state analogs of Eq. 2 when the excited vibrations 
are high-frequency modes and there are no avoided crossings or 
regions of high reaction-path curvature between the maximum and 
the corresponding reactant or product (35, 36). Such effective 
potential curves, corresponding to conservation of vibrational quan- 
tum numbers orthogonal to the MEP, are called "vibrationally 
adiabatic." 

The functions AC~~,O(T,S),  @(s), and VMEp(s) that appear in 
Eqs. 1 and 2 are illustrated in Pg. 2 for the isomerization of planar 
:Si=SiH2 to the nonplanar :Si& in which the hydrogens are at- 
tached to the two Si-Si T bonds (37). The coordinates are scaled to a 
m%s of 1 amu, and the saddle.point, which has the planar structure 
:Si=SiH, is taken as the origin of the reaction coordinate, so 
VhlEP(s) peaks by definition at s = 0. As the system proceeds along 
the reactant valley from s < 0 to s = 0, the dominant vibrational 
frequency changes are loosenings of the out-of-plane mode and of 
the Si-H stretching frequency for the first H to migrate. As a result, 
there is a com etition between increasing VMEp(r) and decreasing 8 &Et(s), and V, (s) peaks at s = -0.15 ao, which is therefore the 
location of the variational transition state (VTS) at 0 K. At finite 
temperatures, vibrational entropic effects reinforce the shift of the 
VTS from the saddle point, and Fig. 2 shows that it moves 
progressively farther toward reactants as T increases (37). Thus it is 
necessary to consider system properties at locations removed from 
the saddle point to find the dynamical bottleneck. 

Tunneling 
The most practical accurate methods to calculate tunneling proba- 

bilities are s~miclassical. The semiclassical approach to Nineling 
(38) is to find a dominant tunneling path or set of tunneling paths 
and calculate the exponential decay of the wave function along such 
paths in terms of a l -D  path integral involving the multidimensional 
action along the path. The tunneling probability is basically the 
square of the wave function on the other side of the barrier, 
although in practice a uniformized expression is used. In general the 
best tunneling paths are the ones that minimize the exponential 
decay of the wave function, that is, most of the tunneling flux is 
carried by the highest-probability paths. This involves a compromise 
between tunneling where the barrier is lowest (along the MEP) and 
where the tunneling path is shortest (through the ridge on 
the concave side of the MEP as shown in Fig. 1). 

In the limit of large reaction-path curvature, the optimum 
tunneling paths are determined entirely by the length factor in 
isoinertial coordinates and so they are straight lines from the 
reactant valley to the product one (30, 31). In the general case, 
however, the best tunneling path is determined numerically from 
among a sequence of trial paths (31, 39). In the limit of small 
reaction-path curvature, a simple limiting approximation becomes 
valid, and the exponential decay can be estimated by using only 
V:(S), the reaction-path curvature components, and the distances 
t,(s) of the various modes v to the concave-side turning points as 
function of r (27, 28). 

The limiting-case tunneling methods for VTST-plus-tunneling 
(VTSTlT) calculations for small and large reaction path curvature 
are called the small-curvature semiclassical adiabatic ground-state 
(SCSAG) (28) and large-curvature ground-state, version 3 (LCG3) 
(31, 39, 40) approximations, respectively. The method based on 
numerically searching for the least-imaginary-action tunneling path 
is called the least-action ground-state (LAG) (31, 39) approxima- 
tion. 

The thermally averaged tunneling probabili yields a transmis- 
sion coeficient n(T), which is multiplied by z v T ( T )  to yield the 
final estimated rate coefficient. 

Global Energy Functions 
Global energy functions are analytic representations defined for 

and as accurate as possible for all values of all coordinates. A wide 
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some of the techniques developed originally for three-body systems 
can be used profitably for portions of semiglobal surfaces for larger 
systems (7), but it is also important to emphasize that diatomics-in- 
molecules techniques are very sensitive to the available input data 
(55). A very appealing approach is to determine some parameters in 
the PEF based on electronic structure calculations (for example, of 
saddle point frequencies) and to adjust other parameters (for 
example, those which determine the barrier height) on the basis of 
trial-and-error, such as by comparing predictions of VTSTK calcu- 
lations to experimental thermal rate constants or the predictions of 
other dynamical methods to more detailed experimental data. [An 
example of the latter is the use of state-specific vibrationally 
adiabatic barrier heights based on exit-channel reaction paths to 
predict experimental product-state-specific reaction thresholds for 
the F + HZ reaction (51).] This kind of combined ab i n i t i e  
semiempirical treatment can provide useful approximations to full or 
semiglobal PEFs as required for 111 quantum dynamics calculations, 
but-as discussed in the introduction-it involves considerable "art" 
as well as science, and each new PEF is a major undertaking. This 
difficulty motivates the reaction-path approach. 

Very recently it has been shown (56) that semiempirical molecular 
orbital theory parameterized for individual reactions may be used 
successfully in lieu of an analytic PEF for semiclassical rate calcula- 
tions, and it will be interesting to carry out further calculations to 
learn the sensitivity of the results to the individual parameters. 
Another approach, discussed next, allows such dynamics calcula- 
tions to be based on more reliable ab initio electronic structure 
calculations. 

Fig. 2. VME,(s), V:(s), and AG~~,O(T ,S )  for T = 298, 1000, and 3000 K as 
functions of reaction coordinate s (37). The zero energy for each curve is 
located at the conventional transition state ( s  = 0).  The locations of the three 
finite-temperature variational transition states are indicated by heavy dots. 

variety of methods have been used to obtain approximate global 
PEFs for simple reactions. The most straightforward approach is to 
perform a large number of electronic structure calculations and fit 
the results with the use of least squares. Examples of reactions for 
which this procedure has been followed include H + H2 (41); 
0 + HZ (8, 42), Cl + HCI' (8, 30), He  + H2+ (43), HeH+ + H2 
(44), O H  + H 2  (49 ,  and others (8). Ab initio data has also been 
used as a guide to model the PEF, for example, for the unimolecular 
dissociations of methane (46), silane (47), and ethyl radical (48), and 
for the reaction CH3 + Hz + CH4 + H (7). Ideally, an initial fit to 
the ab initio data is used for preliminary tests of the sensitivity of the 
dynamics to surface features, and these tests are used to guide the 
computation of additional points on the PEF. 

- 

A limitation to the construction of a global PEF with the aid of ab 
initio calculations is the computational expense of performing a 
large number of such calculations with sufficient accuracy, especially 
as the size of the svstem of interest increases. One alternative is to 
use an empirical or semiempirical functional, with little or no input 
from electronic structure calculations. For example, the diatomics- 
in-molecules method, discussed at the beginning-of this article, may 
be used to approximately express the potential of a polyatomic 
species in terms of information about its atomic and diatomic 
fragments. It is sometimes necessary to add additional terms (49) to 
obtain realistic PEFs, and the diatomics-in-molecules approach can 
also be made more flexible by making the parameters in the 
corresponding equations be functions of key structural variables 
(such as bond lengths and bond angles) (50, 51). The diatomics-in- 
molecules approach has been used to model systems such as H3+ 
(52), SiH2 (53), and CH, (n = 2 to 4) (54). It is encouraging that 

Reaction-Valley Potentials 
If one is to generate a reaction-valley potential directly from ab 

initio electronic structure theory, a major concern is the efficiency of 
methods for following the MEP. Considerable effort has been 
expended to develop accurate algorithms for this purpose (57-65). 
The specific concern here is to allow as large a step along the MEP as 
possible (to minimize the number of time-consuming evaluations of 
the function and its gradient) while keeping the deviations of the 
computed path from the true MEP small. 

Several candidates can be considered in choosing a method for 
determining the MEP for direct dynamics ,calculations (57-65). The 
simplest of these is to use only a gradient evaluation at the previous 
step to generate the MEP; this is the Euler single-step (ES) 
algorithm. In the Euler-stabilization methods (57, 60, 62), a correc- 
tion is applied that often allows the step size to be increased by a 
factor of 3 to 5, so although more function evaluations are required 
per step, there is a net gain in efficiency. For flat surfaces, the fourth- 
order Runge-Kutta method (60) may lead to a converged MEP with 
a larger step size than the ES and Euler stabilization methods, but it 
requires much more work per step. For stiff systems, in which the 
changes in geometric variables along the path are'quite different 
from each other, it is still not clear which algorithm is best. 

As a general step, the methods above require only evaluations of 
the energy or gradient or both. They are initiated, to lowest order, 
by generating the hessian at the saddle point, diagonalizing it to get 
normal modes, and making a small step off the saddle point in the 
direction indicated by the normal coordinate associated with the 
imaginary frequency. Page and McIver (59) have developed a 
method to generate the MEP that uses a cubic derivative at the 
saddle point and makes use of second derivatives elsewhere. In some 
cases, although the step size this allows is greater than for energy- 
and-gradient methods, it requires a sufficiently larger number of 
second derivatives that it is more time-consuming than the energy- 
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and-gradient methods (65). An improved version (63) of this 
algorithm may allow even larger steps, however, and could become 
the method of choice. 

The degree to which an MEP has been adequately converged is 
difficult to quantify, but the convergence is best related to the 
properties that are needed in order to obtain the reaction-valley 
potential or  to calculate a rate constant. In order of increasing 
sensitivity, these are the electronic energy, molecular structural 
parameters, vibrational frequencies, vibrational coupling coefficients 
[Bk,k (19, 58)], and reaction path curvature. The molecular structure 
and projected vibrational frequencies along the path are needed for 
the evaluation of rotational and vibrational partition functions by 
GTS theory. In addition, these quantities themselves provide a 
useful "picture" of the course of the reaction. The vibrational 
frequencies also permit the evaluation of the zero-point vibrational 
energy corrections to the electronic energy along the path, as 
required for the vibrationally adiabatic potential curve. Combined 
with the structures, one can then calculate the entropy corrections 
and therefore the free energy of activation profile at any tempera- 
ture. This is the central quantity of canonical VTST. To evaluate a 
quantitative rate constant, it is often necessary to include tunneling 
and to obtain the reaction path curvature. The curvature compo- 
nents are difficult to converge and provide the most sensitive test of 
the various methods for obtaining an MEP. 

Reaction Swaths 
When tunneling in regions far from the MEP is important, the 

next step is to study the reaction "swath," in which additional 
regions of configuration space on the concave side of the reaction 
valley or tube are probed. Only limited information about the 
reaction swath is obtained from any potential expanded in reaction- 
path coordinates, even by using the anharmonic potentials along the 
generalized normal modes. It is also necessary to calculate selected 
points beyond the radii of curvature for all modes with large 
curvature components. 

For highly curved reaction paths, as occur for example when a 
light atom such as hydrogen is being transferred between two heavy 
atoms, the likelihood of "corner cutting" by tunneling is greatly 
increased (29, 30, 66). Then one must calculate additional ab initio 
points in the tunneling region in order to obtain a more realistic 
PEF. 

Atom-Diatom Reactions 
For several atom-diatom reactions with small-to-intermediate 

reaction path curvature it has been possible to compare rate 
constants calculated by the VTSTISCSAG method to the results of 
accurate quantum dynamics for the same PEF. These reactions 
include H + H2 + H 2  + H, 0 + H2 + O H  + H, and H + H'Br 
+ Hbr + H', as well as two isotopically substituted analogs of the 
first reaction and three of the second (67). For all eight cases at 300 
K, the average deviation of VTST calculations with small-curvature 
transmission coefficients from accurate quantum dynamics is 37%, 
and the average deviation of the VTST calculations with least-action 
transmission coefficients results from the accurate ones is only 13%! 
This is very encouraging for the reliability of tunneling calculations 
based on the MEP and reaction-valley potentials and of those based 
on the more general least-action paths; it gives added confidence for 
cases where these methods are applied in more complicated systems 
where comparison to accurate dynamics is not feasible. 

Typical intermediate-curvature systems for which least-action 

optimizations of tunneling paths are important are C16 H D  + HCI 
+ D o r D C I + H , 0 + H 2 + O H + H , a n d O + H D + O H + D  
or OD + H .  Three of the trial tunneling paths in the one-parameter 
sequence used for a LAG calculation on the first of these reactions 
are shown in Fig. 1C. In this case, the semiclassical tunneling 
calculations were tested against accurate auantum mechanical calcu- " 
lations for the collinear reaction (39). Whereas the accurate quan- 
tum rate constants require a transmission coefficient of 8 at 
200 K, tunneling along the MEP yields only 2. Optimizing the 
tunneling path by t h e  LAG method yields 6, in-much better 
agreement with h l l  quantum dynamics. LAG calculations of curnu- 
lative reaction probabilities have recently been compared to accurate 
~uanta l  ones f i r  full 3-D reaction mobabilities as small as o r  
smaller in the 0 reaction cases, and the agreement is very good (68, 
69). For the 0 + H2 reaction, tunneling along the MEP yields a 
transmission coefficient of 4 at 297 K, whereas the LAG method, 
based on appreciable corner cutting, yields 13 and gives excellent 
agreement with experiment; the optimum semiclassical tunneling 
path (69) for a typical tunneling energy at room temperature is 
shown in Fig. 1B. 

An example of a reaction with large reaction-path curvature is 
3 5 ~ 1  + H3'c1 + H ~ ~ C I  + 37C1. This reaction has been studied with 
a partly ab initio, partly empirical PEF obtained as discussed above 
(30). Even though the ab initio saddle point on this PEF is 
symmetric and has H-CI distances R, and R2 of 1.47 A, the 
variational transition state has RI  = 1.60 A and R2 = 1.35 A, with 
the latter value being much closer to the diatomic HCI value of 1.27 
A. Both transition state locations have RI + R2 = 2.94 to 2.95 A, 
but the thermal rate constant at room temperature is dominated by 
tunneling in configurations with RI + R2 2 3.2 A. An example of 
such a path is shown as the right-most blue tunneling path in Fig. 
1D. Comparisons to accurate quanta1 dynamics show good agree- 
ment for total reaction probabilities in collinear collisions (30) and 
reaction rate constants in 3-D (70). The 3-D reaction cross sections 
are dominated by high rotational states, which correlate to high- 
bend excited states at the transition state. Thus the success of the 
ground-state tunneling models results at least in part from rotational 
nonadiabaticity, which allows the phase-space flux from excited 
reactants to pass through the critical configurations for tunneling in 
the ground vibrational state. Further study of such effects would be 
very interesting. Vibrationally nonadiabatic tunneling has also been 
studied (66, 71). 

Large-curvature tunneling calculations on three-body systems 
have also been used as models for more complicated systems such as 
hydride transfer between nitrogen heterocycles (71). Phenomeno- 
logical analysis of isotope effects on Brmsted plots for such 
reactions, giided by these model studies, indicate-that tunneling 
o c c ~ s  in more-extended~uclear fr_ameworks [larger G C  distances 
in R_CH+ + RACH2 + RSH2 + RLCH_+, where R and R' denote 
the remainders of the heterocyles and RCH' is an NAD+ (nicotin- 
amide adenine dinucleotide) analog] for protide transfer than for 
deuteride transfer. Nuclear tunneling between the two equivalent 
isomers of malonaldehyde provides an example of a large-curvature 
tunneling system that has been studied in more dimensions, albeit 
with different methods than discussed here (72). 

Vibrationally adiabatic bottlenecks for reaction of vibrationally 
excited diatomics have been compared to accurate quantum mechan- 
ics for D + H Z  (v = 1) (73) and 0 + H2(v = 1) (68). In both cases 
the validity of the effective barrier to reaction predicted by the 
reaction-path calculations (36) was verified, although these effective 
barriers are higher than the ground-state ones and are dramatically 
far removed from the saddle points. 

For calculating tunneling probabilities, the curvature of the MEP 
is the single most important feature in determining the extent of 
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corner cutting. Similarly for overbarrier processes, the curvature of 
the MEP plays a dominant role in controlling the exchange of 
energy between the reaction coordinate and the reactant and 
product vibrations (18, 74). There is a more detailed analogy 
between tunneling and overbarrier dynamics for systems with very 
large curvature. As discussed above, when reaction-path curvature is 
very large, as in the transfer of a light atom between two heavy 
moieties, the optimum tunneling path may be so far from the MEP 
that very little flux from reactant to product actually passes within 
one ground-state vibrational amplitude of the MEP. Similarly, for 
overbarrier processes in systems with very large reaction-path 
curvature, the region around the MEP may be associated with a 
"white spot" that is not covered by the traces of an ensemble of 
reactive trajectories (75). 

Direct Dynamics for Polyatomic Reactions 
The prediction of dynamical quantities, including rate constants, 

directly from ab initio electronic structure theory-minimum energy 
~ a t h s ' a n d  associated reaction path hamiltonians has been called 
direct dynamics (62). The first applications of direct dynamics 
involved unimolecular reactions in which approximate MEPs were 
obtained without discussing convergence with respect to step sizes 
(76). The first application of direct dynamics to a bimolecu- 
lar reaction was the investigation of the reaction CH3 + H z  -+ CH4 
+ H,  in which VTST rate constants including small-curvature 
tunneling: contributions were calculated from ab  initio electronic " 
structure input (62). The goal was to demonstrate the feasibility of 
the direct dynamics approach with converged step sizes, so the 
com~arison of the ~redicted rate constants to experiment was not a 
primary concern. Nonetheless, the analysis illustrates what we may 
expect to learn by the direct dynamics approach. For example, the 
generalized free energy of activation along the MEP shows that the 
free energy bottleneck moves away from the top of the electronic 
energy barrier as the temperature increases. The POLYRATE computer 
program (7) was used to calculate the rate constant with tunneling 
included in the SCSAG approximation. The calculations confirm the 
conclusion from earlier studies (37) with a semiempirical PEF that a 
realistic treatment of the low-temperature rate process must account 
for tunneling and the curvature of the reaction path. For example, at 
298 K, incorporation of the reaction-path curvature in the tunneling 
calculation increases the predicted rate by 1.5 orders of magnitude 
(62). This gives more confidence in the earlier calculations (7) based 
on a global PEF, which are in excellent agreement with recent 
experiments (78). An analysis of the generalized normal modes 
along the MEP in terms of the contributions from each internal 
coordinate has been very useful in interpreting the reaction path 
curvature in terms of coupling between the reaction path and the 
transverse vibrations (79). 

Another reaction studied both with a global PEF (33,35) and also 
by direct dynamics (58) is O H  + H2 -+ H 2 0  + H. In this case the 
maxima of excited-state vibrationally adiabatic potential curves (35, 
36) provide physical and quantitative explanations of the effect of 
excitation of either diatomic on the reaction rate (35), and the terms 
coupling different vibrational modes orthogonal to the MEP yield 
qualitative insights into product vibrational-energy distributions 
(58). 

Illuminating analyses of the evolution of the electron density as 
the system proceeds along the MEP have been reported both for 
CH3 + Hz -+ CH4 + H (80) and for CH3 + H F  -+ CH4 + F (81) 
by Tachibana et al. They found strong back donation of electrons 
from the singly occupied molecular orbital CH3 to H F  in the early 
part of the raker reaction. Other studies of the evolution of the 

electronic charge distribution along reaction paths have been pre- 
sented by Leroy and Fukui and co-workers (82). 

A rather higher level of theory has been used to study the 
pseudorotatioial motion in SiH; (83). This is an important process, 
since (unlike the analogous carbon system) attack of a nucleophilic 
anion at a silicon center frequently leads to a stable (pentacoordinat- 
ed) complex that is much lower in energy th& the separated 
reactants. For the prototypical species SiH; the predicted well 
depth of 16 kcaVmol (84) may be compared with the calculated 
pseudorotational barrier of 2 kcaYmol (83) [both calculated at the 
MP216-3 1 + + G(d,p) level (4) of theory]. These energetics suggest 
that several pseudorotations may occur before one of the ligands 
leaves. As the first step in the analysis of this process, the MEP was 
generated at the MP216-31G(d) level with a reduced mass of 1 amu 
and 6s equal to 0.01 a0 to 0.05 a0 with the RK4 algorithm. A 
vibrational analysis (79) reveals that there is very little stretch-bend 
interaction along the MEP and that each stretching motion changes 
smoothly from a basal or apical stretch at the saddle point to an axial 
or equatorial stretch at the minimum. Similar comments apply to the 
bending motions. The next steps in this analysis will be to examine 
the VTST rate constants and the vibration-to-vibration energy 
transfer from the SN2 reaction coordinate into the pseudorotation 
motion. Similar analysis of the PH5 pseudorotation (85) and the 
conformational rearrangements of glycine (86) is under way. 

Houk and Jorgensen and their co-workers (87, 88) have applied 
VTST to the reaction of :CC12 and other halocarbenes with ethylene 
in order to gain some insight into the energetics of carbene 
additions. Although even the most complete calculations (88) 
followed an idealized path, rather than a minimum energy one, they 
indicate that a n. complex between the halocarbene and substrate 
ethylene is not a generalized transition-state free energy of activation 
minimum, although it may be an energetic minimum along the 
MEP. This result suggests that entropy may play an important role 
in such reactions. Similar effects (37) occur in both the 
HCN e HNC and :Si=SiH2 isomerizations discussed above, 
where the less stable isomer (HNC or :Si=SiH2) becomes a 
maximum on the GTS free energy of activation curve as the 
temperature increases. Entropy conuol is also clearly implicated in 
association reactions (89, 90) and has also been postulated for the 
isomerization of tetramethylene (91) and the abstraction of H from 
ethyl radical by another H (92). 

Morokuma and co-workers (93) have also presented informative 
studies of vibrational frequencies and mode couplings along the 
reaction path for several reactions, and these studies further illustrate 
how reaction-path analyses lead to interesting physical insights for a 
wide variety of cases. 

Solvation Effects 
Reaction-path methods have been used to study solvation effects 

both in clusters (microsolvation) and in solution (bulk solvation). 
The first cluster reaction studied by reaction-path methods is (94) 

where n = 1 or 2. Notice that the water molecules must transfer (95) 
with the charge or the reaction would be quite endothermic. The 
reaction path was calculated both for the unsolvated primary system 
(that is, as if n were 0) and also for the full system (with n = 1 or 2). 
In the former case, water was added and allowed to equilibrate to 
the primary system with its structure fixed at a point, on the 
unsolvated MEP. The variational criterion of VTST was used to 
select a GTS for each point on the MEP. This calculation corre- 
sponds to the organic chemists' concept of equilibrium solvation 
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(9), whereas the "MI" calculation allows for nonequilibrium (96) 
solvation. Comparison of the two calculations allowed for a rigorous 
test of the equilibrium solvation concept. The two sets of results for 
n = 1 agree to 8%, so we conclude that the reaction path in this 
cluster reaction may be modeled quite adequately with the equilibri- 
um solvation assumption. One can still argue, however, whether 
nonequilibrium effects are larger or smaller for the reaction in bulk 
water, where there are more solvent molecules but they move 
shorter distances. 

Bulk equilibrium solvation effects have been calculated at several 
points along a reaction path for both the nucleophilic substitution 
reaction C1- + CH3CI and the addition reaction of OH- to H 2 C 0  
by Jorgensen and co-workers (97-99) in which Monte Carlo simula- 
tions are used to let the water equilibrate. Although not all degrees 
of freedom have been included yet, and the simulations are entirely 
classical, the approach appears quite promising for putting profiles 
for solution-phase free energy of activation on a quantitative 
footing. In addition, one obtains information about changes in the 
average number of hydrogen bonds to the solute and in the average 
energy per hydrogen bond as the system proceeds along the reaction 
path. There has also been some work in which analytic (nonsimula- 
tion) methods (100) are used to calculate the solvation contributions 
to A C ~ ~ , ' ( T , S ) .  Such approaches, if successhl, can be used for 
exploratory studies on a wider number of systems. 

Heterogeneous Catalysis 
Reaction-path methods can also be applied to reactions at solid 

surfaces. Two examples are the surface diffision of hydrogen atoms 
and dissociative chemisorption of hydrogen molecules. 

The surface diffusion of an adatom may be considered as a 
prototype unimolecular reaction, for example, 

is a schematic, chemical way to depict the movement of a hydrogen 
atom from one fourfold bonding site on the (100) face of a copper 
surface to another one. The minimum energy path involves motion 
of the Cu atoms as well as the H, and it has been studied by 
embedded cluster calculations with an empirical PEF (101, 102). It is 
encouraging that reaction-path tunneling calculations agree with 
semiclassical simulations based on entirely different techniques (103) 
to within a factor of 1.6 even quite far into the quantum regime, 
where the semiclassical rates are more than three orders of magni- 
tude larger than purely classical results (101). Reaction-path calcula- 
tions have been performed with up to 87  degrees of freedom 
included in the kinetic energy (102). At 300 K the diffusion rates are 
converged with respect to the number of phonon modes included in 
the calculation when 18 phonon modes are included, but at 100 K 
the difference between tunneling along the MEP and tunneling 
calculated by the SCSAG approximation is still not converged with 
84 phonon modes. This illustrates the important role of mode 
coupling in the quanta1 tunneling path. 

More recently reaction-path methods have been extended to 
calculate chemisorption of Hz  on Ni (104), including dissociation at 
a step, and to model desorption of Hz  from CU (105). 

Conclusions 
We have seen that very complex chemical processes can be 

described with a minimum of electronic structure information by 
concentrating attention on a tube of confipuration .mace centered on 

u 

a reaction pa&. Even when the dynamical path diffeis in a systematic 
way from the minimum-energy path, as in quantum mechanical 
tunneling Drocesses. the dvna&ici can often be calculated conve- " 1 
niently and accurately in terms of the curvature of the minimum 
energy path and a power series expansion of the potential valley in 
its vicinity. In cases of very large reaction-path curvature, tunneling 
paths differing greatly from minimum-energy paths have been used 
to provide a description of quantum tunneling processes in terms of 
other local features of potential energy functions. 
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