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Functional Organization of Primate Visual Cortex 
Revealed by High Resolution Optical Imaging 

A high spatial resolution optical imaging system was developed to visualize cerebral 
cortical activity in vivo. This method is based on activity-dependent intrinsic signals 
and does not use voltage-sensitive dyes. Images of the living monkey striate (Vl) and 
extrastriate (V2) visual cortex, taken during visual stimulation, were analyzed to yield 
maps of the distribution of cells with various functional properties. The cytochrome 
oxidase-rich blobs of V l  and the stripes of V2 were imaged in the living brain. In V2, 
no ocular dominance organization was seen, while regions of poor orientation tuning 
colocalized to every other cytochrome oxidase stripe. The orientation tuning of other 
regions of V2 appeared organized as modules that are larger and more uniform than 
those in Vl. 

I N THE MAMMALIAN NEOCORTEX, CELLS 

with similar fimctional properties are 
often grouped together into columns 

that run vertically from the pial surface to 
the white matter (1, 2). A striking demon- 
stration of fimctional segregation can be 
seen in striate cortex (Vl)  when it is histo- 
chemically stained for cytochrome oxidase 
(3). A pattern of densely stained patches or 
blobs is revealed (4) among regions of 
lighter staining (interblobs). The blobs con- 
tain cells that are unoriented, monocular, 
and often color-selective, whereas cells in the 
interblobs are selective for orientation but 
usually not for color (5) .  A different pattern 
of cytochrome oxidase staining is observed 
in the second visual area (V2) of the pri- 
mate: a series of bands or stripes. The stripes 
of denser staining are of two types, thick and 
thin, alternate in a regular fashion, and are 
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separated by intervening lighter, or pale 
stripes (6, 7). Electrophysiological studies 
(8, ' 9 )  have shown that the thin stripes 
contain unoriented color cells, whereas the 
thick stripes contain oriented, disparity-sen- 
sitive cells. 

These previous studies relied on postmor- 
tem histology to identify these cortical sub- 
divisions and thus could not directly investi- 
gate identilied cortical regions with a micro- 
electrode. Cortical activity can now be 
mapped with optical imaging (1&13) to 
obtain successive maps of responses to many 
different stimuli from the same cortical re- 
gion in vivo, follow variations in responses 
over time, and quickly map a relatively large 
cortical region. 

Most in vivo optical imaging studies have 
used optical signals provided by voltage- 
sensitive dyes (1 1). However, it is desirable 
to avoid the use of extrinsic probes when 
their ability to provide higher temporal res- 
olution is not required since the dyes may 
introduce several complications, including 
pharmacological side effects, phototoxicity, 
and uncertainties in staining. Here we have 

used a system with high spatial resolution 
for the optical imaging of intrinsic, activity- 
related optical signals (14, 15) in mammalian 
cortex. We have directly imaged, in vivo, the 
organization of several~func~onal properties 
of cells, as well as the blobs of V1 and the 
stripes of V2 (16). 

We began each experiment by acquiring 
an image of the cortical surface with a 
charge-coupled device (CCD) camera (1 7- 
20). This initial image served as a guide for 
the positioning of electrodes and a reference 
for cortical movement and drift over time 
(Fig. 1A). 

To  demonstrate our ability to visualize 
the functional architecture of visual cortex 
without the use of voltage-sensitive dyes, we 
imaged the ocular dominance (Fig. 1B) and 
orientation (Fig. 1C) columns o f V l  (2, 21). 
In addition to single-unit recordings that 
confirmed our ocular dominance and orien- 
tation maps (22), we also saw a close corre- 
spondence between our maps and maps 
obtained from postmortem techniques, such 
as 2-deoxyglucose (2-DG) autoradiography, 
cytochrome oxidase histology, and antero- 
grade tracing. Our maps of ocular domi- 
nance and orientation tuning in V1, based 
on intrinsic signals, are similar to the maps 
of Blasdel and Salama (12). who used volt- 

\ ,, 

age-sensitive dyes. We analyzed our orienta- 
tion maps for "fractures," regions with rap- 
idly changing orientation tuning. However, 
we did not find a consistent relationship 
between these fractures and the ocular dom- 
inance columns (12). For each orientation, 
we also attempted to image preferences for 
the direction of motion, but did not observe 
any differential response. These results imply 
that directionality is not organized in a 
columnar fashion: 

We found that our ocular dominance maps 
also contained the information necessary to 
visualize the cytochrome oxidase blobs of 

27 JULY 1990 REPORTS 417 



V1. The blobs could be seen by producing a 
map of the regions of striate cortex that have 
highly monocular responses. Using a simple 
recoding of the ocular dominance map (Fig. 
2, A and B), we derived a map of monocu- 
larity (Fig. 2C); black represents the most 
monocular regions and white represents the 
most binocular regions. A comparison with 
cymchmme oxidase histology (Fig. 2D) 
shows an excellent match between these 
dark regions and the cytochrome oxidase 
blobs. This finding is consistent with the 
high degree of monocularity in the response 
properties of blob cells (5) and their position 
in the middle of the ocular dominance col- 
umns. Our results also suggest that the 
blobs represent small centers of monocular- 
ity within the ocular dominance column, 
supporting the notion that blob cells receive 
direct thalamic input (5, 6). 

A majority of cells in V2 are binocular, 
but there has been a question as to the 
organization of ocular dominance in V2 (9, 
23). In our images of the pomon of V2 
bordering V1, we fbund an absence of 
ocular dominance structure (Fig. 1B). The 
uniform appearance of the map in V2 indi- 
cates the absence of large clusters or col- 
umns of cells with strong eye preference in 
V2. Thus the ocular dominance organiza- 

tion in V2 is distinctly dilErent from that of 
V1.2-Deoxyglucose studies of ocular domid 
nance in macaque have also failed to reveal 
any mar~oscopic organization of ocular 
dominance in V2 (24, 25). One electro- 
physiological study has suggested that occa- 
sionally individual units and dusters ofunits 
in V2 are dominated by input from one eye 
and that there are often rapid shifts in ocular 
dominance, even within the same vemcal 
penetration (26). 

It has been common practice to subtract 
the results from two opponent stimulus 
conditions (for example, left e y ~ g h t  eye 
or vertical-horizontal orientation) to pro- 
duce a map displaying the difference in 
response between the two stimulus condi- 
tions (12, 15). This strategy is excellent for 
imaging nonoverlapping regions that are 
selectively activated by the two stimulus 
conditions. However, the subtraction meth- 
od may hide overlapping regions that are 
activated by both stimulus conditions. To 
circumvent this problem and more thor- 
oughly analyze the patterns of activity due 
to a single stimulus condition, we compared 
the response to stimulation of one eye to the 
no stimulus condition (Fig. ID). This ap- 
proach revealed distinct patterns in V2 that 
were not seen in the original subtraction 

Fig. 1. (A) A CCD image of a 9 nun by 6 nun portion of macaque visual cortex, indudmg a 1.5-rnm 
smp of V2 up to the lunatc sulcus (top edge), and V1, lying posterior to V2. We illuminated thc cortex 
with green hght (540 nm), for this image enhanced thc con- of the s&e vascu la~ .  (B) Thc 
optical rrcordmg map of ocular dominance from the samc portion of visual cortex. The dark bands 
represent columns dominated by thc left eye and the light bands, the right eye. There is an apparent 
absence of ocular dominance saucnur in the imaged strip of V2 (topmost 1.5 nun). The perpendicular 
arrangement of the ocular dominance columns dative to the V1N2 border is also evident. (C) A map 
of orientation tuning produced by vector combination of frames acquired during stimulation with four 
orientations: W, 453 W, and 1359 Only the prcfkrcd angle is displayed (coded in color, as shown). 
No information of sharpness of orientation tuning nor mponse strength is incorporated. (D) Image of 
activity (dukening) due to left eye stimulation as compared to the no stimulus condition (right eye map 
not shown). Without the subtraction procedure used for the ocular dominance map, pattcms of 
increased activity can also be seen in V2. Thesc bands (amows) in V2 colacalk with the cytodmmc 
oxidax-rich smpes. 

analysis (Fig. 1B). The darkened bands in 
Fig. 1D interdigitate between lefi and right 
eye conditions in V1, as expected from the 
ocular dominance map in Fig. 1B. In V2, 
however, the darkened regions of the left 
and right eye maps overlap (25). 

Comparison of these overlapping dark- 
ened regions in V2 with cytochrome oxidase 
histology (Fig. 3, A and B) showed that 
these regions of increased activity due to 
stimula&n of either eye coincide-with the 
thick and thin smpes of V2. This finding is 
reasonable because the presence of elevated 
concentrations of cytodvome oxidase prob- 
ably indicates regions of long-term elevated 
activity. In spite of the distortions intro- 
duced by histological processing there was a 
dose match between the optical imaging 
maps and the qtochmme oidase histology 
of the smpes of V2. The two methods are 
quite different: the optical imaging tech- 
nique integrates an optical signal of activity 
from a range of cortical depths spanning a 
hction of a millimeter. In contrast. the 
histological data is obtained from a single 
30-pm section, showing the activity of a 
mitochondrial enzyme. As is true with cyto- 
chrome oxidase &tology in macaque- (9, 
24), it was not always possible to tell which 
smpes were thick and which were thin with 
the use of this optical imaging strategy. 

We were, however, able to distinguish 
between sets of stripes on the basis of func- 
tional properties, such as orientation tuning. 
The organization of orientation specificity 
in V2 appears to be different than that seen 
in V1 (Fig. 3C). The difference is best seen 
in this "p&" orientation map that includes 
the sharpness of the orientation tuning 
(magnitude) as well as the optimal angle. 
Regions of larger diameter modules (500- ~ versus 250-pm diameter) with more 
uniform orientation tuning (as shown by a 
region of uniform color in the pseudocolor 
maps) are interspersed among &om with 
ill-*ed orientation tuning (dark-coded 
regions). These larger modules are likely to 
correspond to the observation h m  electro- 
physiological studies, which found that re- 
cordings with tangential electrode penetra- 
tions in V2 often encountered long stretches 
(400 to lo00 pm) of cells with very similar 
orientation prekences, followed by abrupt 
shifts in orientation tuning (9). This orienta- 
tion map, then, representsa two-dimcnsion- 
al view of the organization of orientation 
speuficity hinted at in one dimension by 
tangential electrode penetrations. 

The implications of the fin* of large 
regions of uniform and strong orientation 
tuning in some regions of V2 is undear, 
considering the pr&umptive need for a com- 
plete coverage and orientation samphg of 
the visual field. The larger iso-orientation 
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Fig. 2. The imaging of cytochrome oxidase-rich 
blobs by examining regions of highly monocular 
responses. (A) An ocular dominance map of V l  
(3.5 mm by 4.5 mm field of view). This map was 
color-coded (B) such that left eye-dominated 
activity is red, right eye is green, and the extremes 
of left eye- or right eye-dominated activity are 
blue. These blue regions lie in the middle of both 
ocular dominance bands and correspond to cen- 
ters of high monocularity. (C) A recoding of the 
map in (B), producing a map of monocularity, 
where the darker regions are monocular and the 
whiter regions are binocular. This map was then 
compared to the postmortem cytochrome oxidase 
histology (D). Cross marks were placed on the 
blobs seen in the histology (D). This pattern of 
crosses was then transferred to the map of mono- 
dari ty  (C). Comparison of the monocularity 
map with the cytochrome oxidase histology, 
showing excellent correspondence between the 
centers of monocularity and the blobs. 

modules in V2 (compared with V1) may be 
in part explained by the larger receptive 
fields and the larger scale of processing in 
V2. The functional significance of large 
orientation modules with uniform orienta- 
tion tuning is not obvious, but is likely to be 
linked with another functional property, 
perhaps disparity tuning. 

Between the large modules of uniform 
orientation tuning are regions with ill-de- 
fined orientation tuning. When compared 
with the image of the stripes of V2 from the 
same tissue (Fig. 3, B to D), it is apparent 
that these regions in V2 with ill-defined 
orientation tuning coincide with a subset of 
the stripes of V2 [probably the thin stripes, 
since they have been shown to contain unor- 
iented cells (8, 9 ) ] .  Thus, by combining the 
imaging strategy described above for imag- 

tation tuning and the stripes of V2. (A) The 
cytochrome oxidase histology showing a match of 
the bands of increased activity seen in the optical 
map with the stripes (arrows). (B) Optical imag- 
ing map showing five of the V2 snipes (the top 
portion of the same image as Fig. 2B, the lunate 
sulcus is at the top edge). (C) Orientation tuning 
in V2. A difference in the organization of orienta- 
tion tuning between V1 and V2 becomes appar- 
ent when &e orientation map is recoded suc& h a t  
the color of a oixel indicates the oreferred orienta- 
tion while the'intensity indicate: the sharpness of 
the tuning (a polar map, color coded as in Fig. 
1C). There are prominent regions of uniform 
orientation tuning in V2; in addition there are 
other V2 regions (arrows) with poor orientation 
tuning that coincide with the locations of every 
other snipe, beginning with the stripe on the far 
left. 

" 2  

oxidasenhistolow and the reiation between orien- 1 
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cialization and their orientation specificity. 
An accumulation of anatomical, physio- 

logical, and psychophysical data suggests 
that the visual processing of form, color, 
depth, and motion is segregated into sepa- 
rate pathways and structures in the visual 
cortex (27). We have shown that high spatial 
resolution optical imaging can be used to 
visualize many of these components of visual 
processing in vivo, using activity-dependent 
intrinsic signals. We have also shown that 
these subdivisions of visual processing (for 
example, the blobs of V1 and the thick and 
thin stripes of V2) can be distinguished by 
their specialized functional properties and 
can now more easily be studied by the use of 
optical maps for guiding single-unit record- 
ing and tracer injections (26). 

Note  added in pvooj We have found that by 
imaging with a shallow depth of field below 
the cortical surface, blood vessel artifacts can 
be nearly eliminated (28). 
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Long-Term Synaptic Changes Produced by a Cellular 
Analog of Classical Conditioning in Aplysia 

A change in synaptic strength arising from the activation of two neuronal pathways at 
approximately the same time is a form of associative plasticity and may underlie 
classical or Pavlovian conditioning. A cellular analog of a classical conditioning 
protocol produces short-term associative plasticity at the connections between sensory 
and motor neurons in Aplysia. A similar training protocol produced long-term (24- 
hour) enhancement of excitatory postsynaptic potentials (EPSPs). EPSPs produced by 
sensory neurons in which activity was paired with a reinforcing stimulus were 
significantly larger than unpaired controls 24 hours after training. Thus, associative 
plasticity at the sensory to motor neuron connection can occur in a long-term form in 
addition to the short-term form. In this system, it should be possible to analyze the 
molecular mechanisms underlying long-term associative plasticity and classical condi- 
tioning. 

HANGES IN SYNAPTIC STRENGTH 

are believed to be the basis for short- 
and long-term memory. A particu- 

larly important form of synaptic modifica- 
tion is associative plasticity. Associative syn- 
aptic plasticity occurs when activation of a 
neuron or of a neural pathway at approxi- 
mately the same time as the activation of a 
second neural pathway induces changes in 
synaptic efficacy not observed when the 

Depamnent of Neurobiology and Anatomy, University 
of Texas Medical School, Houston, TX 77225. 

same pathways are activated noncontiguous- 
ly. Neuronal changes resulting from associa- 
tive plasticity are of particular interest, be- 
cause they are likely to underlie classical or 
Pavlovian conditioning (1) and because the- 
oretical work indicates that associative plas- 
ticity may function as a fundamental "learn- 
ing rule" for more complex phenomena such 
as higher order forms of classical condition- 
ing, associative memories, and self-organiza- 
tion of neural networks (2). Although vari- 
ous instances of short-term (minutes to 
hours) associative synaptic plasticity have 
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