
Effective viscosity rl (Pa-s) 

Fig. 1. Change in obliquity 6 8  as a function of 
effective viscosity q for a cap radius of 10" and 
Mi = 10'' kg. The total change in cap mass over 
one cycle is 2Mi. Larger or smaller changes in 
mass shift the curve proportionally up or down. 
The instantaneous obliquity today is 2 5 2 ,  which 
is coincidentally near the present average of 24.4". 

planet 

Viking spacecraft measurements indicate 
that -3 x 1017 kg of C 0 2  is flushed every 
lo5 years from the megaregolith (7, 10). 
Such a vast reservoir of oxygen is needed to 
explain the lack of enrichment of 1 8 0  rela- 
tive to 160, as would be expected from 
exospheric escape. I will adopt an estimate 
of Mi = l O I 7  kg, with T = 10" (7). 

The effective viscosity of Mars' mantle is 
not known; the change in obliquity for 
various viscosities based on Eqs. 8 through 
10 is shown in Fig. 1. For comparison, the 
effective viscosity of Earth's upper mantle is 
about lo2' Pa-s (11). Values only slightly 
higher than Earth's account for nearly the 
entire obliquity of the red planet. 

Mars is less active tectonically than Earth, 
so that one might expect a cooler interior 
and a higher viscosity. On the other hand, 
experimental studies (12) indicate that the 
effective viscosity of Mars may be 4 x 10'' 
Pa-s or less (for tectonic loads on the order 
of 100 bars, rather than the more modest 
-1 bar for the massive caps). Thus the range 
of viscosities shown in Fig. 1 does not 
appear to be unreasonable, and the axial tilt 
of Mars may have changed significantly over 
the age of the solar system. This could have 
important implications for the paleoclimate 
of this planet. 
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Spatial Variation of Ozone Depletion Rates in the 
Springtime Antarctic Polar Vortex 

An area-mapping technique, designed to filter out synoptic perturbations of the 
Antarctic polar vortex such as distortion or displacement away from the pole, was 
applied to the Nimbus-7 TOMS (Total Ozone Mapping Spectrometer) data. This 
procedure reveals the detailed morphology of  the temporal evolution of column 0 3 .  
The results for the austral spring of 1987 suggest the existence of a relatively stable 
collar region enclosing an interior that is undergoing large variations. There is 
tentative evidence for quasi-periodic (15 to 20 days) O3 fluctuations in the collar and 
for upwelling of tropospheric air in late spring. A simplified photochemical model of 
O3 loss and the temporal evolution of  the area-mapped polar O3 are used to constrain 
the chlorine monoxide (ClO) concentrations in the springtime Antarctic vortex. The 
concentrations required to account for the observed loss of O3 are higher than those 
previously reported by Anderson et al. but are comparable to their recently revised 
values. However, the O3 loss rates could be larger than deduced here because of 
underestimates of  total O3 by TOMS near the terminator. This uncertainty, together 
with the uncertainties associated with measurements acquired during the Airborne 
Antarctic Ozone Experiment, suggests that in early spring, closer to the vortex center, 
there may be even larger C10 concentrations than have yet been detected. 

M AN-MADE HALOCARBONS HAVE 

been generally recognized as the 
cause of enhanced springtime O3 

depletion in the Antarctic stratosphere (1- 
7). However, the detailed description of O3 
loss rates in the "03 hole" needed for testing 
the theories quantitatively is not known. 
The most comprehensive global and tempo- 
ral O7 data set is the TOMS data obtained 
- - - 

Y L Yun , Divis~on of Geological and Planetary Scl- 
ences. ~ahforrua Insutute of Technolow. Pasadena. CA 
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M. Men and D. Cris Jet Propulsion Laboratory, 
California Institute oPTechnology, Pasadena, CA 
91109, and Division of Geological and Planetary Sci- 
ences, California Institute of Technology, Pasadena, CA 
91125. 

by the Nimbus-7 spacecraft since 1978 (2, 
8j. This instrument-derives high-quality to- 
tal column O3 (precision - 1%) from back- 
scattered sunlight in several ultraviolet chan- 
nels. Daily data sets are available for 1979 
through 1989 with latitude and longitude 
resolutions of 2" and 5", respectively, cover- 
ing the whole globe except for the unillurni- 
nated winter poles, where data collection is 
impossible. 1; is difficult to extract from 
these data information on the spatial depen- 
dence of the O3 loss rate in spring within the . - 

polar vortex for two reasons. First, the 
center of the O3 hole (as defined by the 
minimum O7 isodeth'l does not stav fixed at 

- , ' I  R.W. Zurek and S. P. Sander, Jet Propulsion Labora- the south pole, lt may wander pole tory, California Institute of Technology, Pasadena, CA 
91109. by as much as 10" in a few days. Second, the 
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O3 isopleths are not parallel to the latitude 
circles. They can become distorted, elongat- 
ed, twisted, and occasionally broken up in a 
very short period in response to wave activi- 
ty. Because of these fundamental difficulties, 
no quantitative information has been de- 
rived on the relative rates of O3 loss from the 
center of the vortex to the collar. 

We have analyzed the TOMS data in a 
way that reduces the local and temporal 
variability by using the horizontal projection 
of the area enclosed inside an O3 contour as 
the radial coordinate. This method is similar 
to that used in area mapping of Ertel's 
potential vorticity on an isentropic surface 
(9).  Let R(0, +, t)  be the observed column 
abundance of 0 3 ,  as a function of latitude 
(O), longitude (+), and time (t)  . A contour 
line is defined by the isopleth R(0, +, 
t) = R*. The area A(t, R*) is defined as the 
total projected area enclosed by the contour 
R = a*. 

A(t, R*) = J dA(t, R) n<n* (1) 

where dA(t, R) is the horizontal projection 
of an area element. This definition is most 
useful when R decreases monotonically (but 
not necessarily uniformly) toward the center 
of the vortex. When this condition is not 
satisfied (for example, when an isopleth 
encloses two distinct patches of area), Eq. 1 
is still well defined mathematically, but its 
physical interpretation becomes obscure. In- 
spection of the TOMS data atlas (10) con- 
firms that the isopleths typically increase 
monotonically from the center of the vortex 
to close to the collar but generally not 
beyond the collar region. If the distribution 
of O3 were zonally symmetric around the 
pole, then the isopleth R* would coincide 
with the latitude circle O*. In this case, A(t, 
R*) would simply be the total projected area 
southward of O*, 

A(t, R*) = A(t, 0") = 

2 ~ r ~ ~ [ 1  - cos(90° + O*)] (2) 

where R is the planetary radius, and O* is the 
latitude defined to be 0" at the equator and 
-90" at the South Pole. When the isopleths 
are not azimuthally symmetric, Eq. 2 can 
still be used to define the equivalent latitude 
OE, 

A(t, R*) = 2nR2[1 - cos(90° + OE)] (3) 

The equivalent latitude represents the lati- 
tude at which a zonally symmetric contour 
R* would lie if it enclosed an area A(t, R*). 
The entire Southern Hemisphere has an area 
A = 2nR2, and we will adopt this quantity 
as a convenient unit. Another important 
physical quantity is the total area-integrated 

Fig. 1. Column abundances of O3 
R(t), in Dobson units (1  DU = 
2.69 x 1016 molecules cm-'), plot- 
ted against day number in 1987. 
Solid h e ,  McMurdo (783, 
166"E); dashed line, area-mapped 
data with equivalent latitude (as 
defined by Eq. 3), BE = -78"; 
dash-dot line, zonally averaged data 

, , 
for latitude 0 = -78". Days 240, 
260, 280, and 300 correspond, re- 
spectively, to 28 August, 17 Sep- 
tember, 7 October, and 27 Octo- 
ber. All data were taken by TOMS 

100 (8 ) .  
240 250 260 270 280 290 300 

Day 

O3 within an area A 

The natural unit for C is the Area-Dobson 
unit (1 ADU = 2nR2 X 1 DU = 6.88 x 

molecules; Z = 600 ADU for a hypo- 
thetical terrestrial atmosphere containing 300 
DU of O3 mixed uniformly over the globe). 

Figure 1 shows a comparison between 
TOMS measurements over McMurdo 
(78"S, 166"E) from day 240 (28 August) to 
day 300 (27 October) and zonally averaged 
data for latitude 0 = -78", and area- 
mapped data for A = 0.0219 (x2nR2, cor- 
responding to OE = - 78"). Both zonal aver- 
aging and area mapping tend to filter out 
the synoptic perturbations, but the area- 
mapped quantities also appear to remove 
variations resulting from the displacement 
of the polar vortex away from the pole. 
Because of this, the area-mapped data vary 
more smoothly than the zonal average (1 1). 
For example, the large secondary maximum 
in the original McMurdo data after day 280 
is primarily caused by the 10" displacement 
of the vortex toward Punta Arenas (53"S, 
71°W). [This displacement is most easily 
seen in the Nimbus-7 TOMS data atlas 
(lo).] Zonal averaging failed to remove this 
type of motion completely, but area map- 
ping did. Thus, area mapping provides a 

Fig. 2. Contours of column O3 
abundances R(t) in Dobson units 
plotted against enclosed area A(t, 
R) in units of ~ T R *  from day 240 
to day 300. The blank space in the 
lower left corner is caused by lack of 
data. Positive slopes indicate O3 
decreases, negative slopes indcate 
0, increases. The complete TOMS 
data for this period without 
smoothing are shown. The spacing 
between the contours is 10 DU. 
The equivalent latitude BE is shown 
on the right scale. 

more reliable measure of the time evolution 
of O3 in the vortex than zonal averaging. 
This method is particularly valuable &hen 
one is making quantitative comparisons be- 
tween data and theory for O3 change (12). 

The area-mapping technique is most use- 
ful for revealing the regiondmorphology of 
O3 temporal evolution inside the vortex. For 
example, the analysis of O3 for the polar 
region in spring shows (Fig. 2) the ;apid 
depletion of O3 from day 240 to day 278 in 
the vortex. Figure 3 presents a more detailed 
description of 0 3  change over this period. It 
illustrates the existence of an extremely sta- 
ble collar region always seen in the vicinity 
of OE = 62's. Inside the vortex the O3 
change increases toward the center. This 
trend is more readily seen if we differentiate 
R with respect to time (13, 14). 

Figure 4 presents O3 destruction rates 
(dflidt). The results also show two distinct 
;egimds. Changes in R equatonvard of 
OE = -620 are oscillatory, with periods of 
520  days, and are due host  likely to the 
action of planetary waves outside the polar 
vortex. The region of dynamical influence 
extends poleward toward the end of Sep- 
tember and may dominate the O3 change in 
October, long before the final warming in 
November. The rate of O3 depletion pole- 
ward of OE = -62' during September, how- 
ever, may be due solely to chemical destruc- 
tion. [This area, sampled during the Airborne 
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Antarctic Ozone Experiment (AAOE), was 
identified as a chemically perturbed region.] 
The rate of O3 depletion was generally largest 
close to the pole and remained high, -2 to 3 
DU day-', from day 245 (2 September) to 
day 274 (1 October). 

An examination of C(t, A), (Eq. 4), 
shows additional features. At A = 0.15 
(x2nR2, O E  = -5g0), was equal to 35 
ADU on day 240 and steadily decreased to 
31 ADU on day 280. Because the area 
defined by A = 0.15 (x2nR2) includes the 
collar as well as the vortex, we conclude that 
the sum of O3 in these two regions de- 
creased during this period. This is an unam- 
biguous signature of the loss of O3 by 
chemical destruction. After day 280 there 
was a steady increase of 2 to about 33 ADU 
at day 300, consistent with the influx of 03 -  
rich air from lower latitudes. 

There was a curious rate of O3 loss of 
about 1 DU day-' near day 290. The 
contour for -0.5 D U  day-' (not shown in 
Fig. 4) extends from the collar to the pole. 
The extent of this decrease cannot be attrib- 
uted to chemical destruction of O3 because 
the catalytic schemes have by this time be- 
come ineffective (15). The nearly constant 
values of Z around day 290 at the collar 
region (A = 0.12 X 27rR2, OE = -62') 
suggest instead that the rapid decrease rep- 
resents redistribution rather than chemical 
destruction. This could be accomplished by 
upwelling of tropospheric air followed by 
displacement of air from the center of the 
vortex (at about 18 km) toward the collar as 
first proposed by Tung et a l .  (16) and Mahl- 
man and Fels (1 7). 

How do we relate the observed O3 deple- 
tion rates shown in Fig. 4 to current theo- 
ries? The effect of all important known 
catalytic schemes (3) and dynamics (16, 17) 
may be summarized by the following expres- 
sion, 

where [x] denotes the concentration of spe- 
cies x; kl, k2, and k3 are the appropriate rate 
coefficients (3, 5, 7); and F is the vertically 
integrated horizontal flux of 0 3 .  The inte- 
gralin Eq. 5 is dominated by contributions 
from the lower stratosphere (altitude 
z -- 18 km). On the basis of the modeling of 
O3 loss at McMurdo by Sander et al .  (7), the 
relative contributions of the C10, BrO, and 
H 0 2  cycles to O3 destruction are 70%, 
23%, and 7%, respectively. Because all cata- 
lytic schemes are driven by photolysis, the 
number of sunlight hours per day, S, must 
be accurately computed (1 8). We can relate 

N il 
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Fig. 3. Column O3 ab~mdances 
R(t) in Dobson units plotted 
against enclosed area A(t, R )  in 
units of 2 5 ~ ~ ~  for days 238 to 278 
in steps of 5 days. The equivalent 
latitude 8, is shown on the upper 
scale. 

0 15 Fig. 4. Contours of the tlme rate of 
-59 change of column 0, (antat), m 

-61 Dobson unlts per day, plotted 
agamst enclosed area A(t, R )  from 

0 1 0  -64 2 day 240 to day 300. The dashed 
Imes, heavy Imes, and full h e s  de- 

m : -66 9 , note negative, zero, and posltlves " rates, respectively Ozone losses m 
-70 the vortex were h t e d  by the n m -  

0 05 
-73 ber of hours of s d g h t  m early 

sprmg, and later by the lntruslon of 
-78 5 outs~de a r  The time denvatlve 1s 

obtamed by lfferentiaung the area- 
0 1 --- mapped TOMS data presented m 
240 250 260 270 280 290 300 F I ~  2 after a 9-day we~ghted aver- 

Day agmg, as descr~bed m the text (13, 
14) The equivalent latitude 0, 1s 
shown on the right scale 

the derived O3 depletion rates to C10 con- 
centrations if we ignore the dynamical term 
in Eq. 5. This can be justified because our 
area-mapping technique has filtered out 
most of the synoptic fluctuations. Using the 
simple photochemical model of Sander et al .  
(7, 19), we deduced the volume mixing 
ratios of C10 at 18 km in the vortex 
(A = 0 - 0 . 1 2 ~ ~ ' )  for days 240 through 
280 (Fig. 5). The general trends of C10- 
higher values toward the center, values in- 
creasing from day 240 to day 255-are 
consistent with those observed in the AAOE 
aircraft study (5) from day 232 (20 August) 

Fig. 5. Contours of ClO concentra- 
tions at 18 km in parts per billion 
by volume ( x  for area = 0 to 
0.1 (in units of 2 a ~ ' )  and days 240 
through 280, derived from Fig. 4 
and Eq. 5 without dynamics. The 
vertical and horizontal scales are 
different from those in Figs. 2 and 
4. 

to day 265 (22 September). The decline of 
C10 toward day 280 is also consistent with 
ground-based observations of OClO from 
McMurdo (15). At about day 255, C10 
concentrations reached a peak value of 
1.6 x which is considerably higher 
than the maximum of 1.1 x observed 
by Anderson et a l .  (5) on day 252 (9 Sep- 
tember) at 18.5 km, 72"S, but is close to 
their revised value of 1.4 x (20). Con- 
centrations of C10 as high as 1.7 x 
have been reported as a result of microwave 
experiments (21) during this period (days 
263 through 267). 
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The C10 amounts derived here are sensi- 
tive to systematic errors in the retrieved 
column O3 amounts (22). It has been sug- 
gested that TOMS may underestimate O3 
near the terminator. If so, the O3 loss in the 
vortex during September-and thus the C10 
concentrations+ould be greater than com- 
puted here. This error implies that C10 
concentrations near the center of the O3 
hole were greater than the values that have 
yet been observed at the more equatonvard 
(equivalent) latitudes reached by the AAOE 
aircraft. 
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A Genetic Test of the Natal Homing Versus Social 
Facilitation Models for Green Turtle Migration 

Female green turtles exhibit strong nest-site fidelity as adults, but whether the nesting 
beach is the natal site is not known. Under the natal homing hypothesis, females return 
to their natal beach to nest, whereas under the social facilitation model, virgin females 
follow experienced breeders to nesting beaches and after a "favorable" nesting 
experience, fix on that site for future nestings. Differences shown in mitochondrial 
DNA genotype frequency among green turtle colonies in the Caribbean Sea and 
Atlantic Ocean are consistent with natal homing expectations and indicate that social 
facilitation to nonnatal sites is rare. 

M ARINE TURTLES OFTEN USE 

nesting beaches that are hundreds 
or even thousands of kilometers 

removed from their foraging grounds. The 
hypothesis that marine turtles return to nest 
on their natal beach (perhaps guided in part 
by olfaction) (1) is derived primarily from 
the strong nest-site fidelity of adult females, 
as revealed by repeated capture of tagged 
individuals on the same beach in successive 
nesting seasons (2-7). Despite the funda- 
mental importance of this possibility to an 
understanding of turtle life histories, the 

natal homing hypothesis remains unproven. 
The main obstacle to testing it has been the 
lack of a physical tag that on a turtle 
for the estimated 30 or more years that 
elapse between hatchi& and sexual matura- 
tion (8). Colonial nesting and nest-site fidel- 
ity are known to be especially well devel- 
oped in the green turtle (Chelonia mydas) (2, 
3, 4, 7); only in rare instances (9, 10) have 
marked adult females been observed at a 
nesting beach other than the one at which 
they were originally tagged. 

Hendrickson (1 1) and Owens et al. (12) 
advanced an alternative theory for nest-site 
selection that is also consistent with the 

A. B. Meylan, Department of Natural Resources, Florida observed site fidelity of adult females. Under 
Marine Research Institute, 100 Eighth Avenue, S.E., St. 
Petersburg. FL 33701. and D e D m e n t  of Hemetoloev &Ieir virgin (ma- 
and ~chthyology, ~meiican ~ Q s e u m  of ~ a t u r a l ' ~ i s t o F ,  ture, unmated) females randomly encounter 
New York, NY 10024. 
B. W. Bowen and J. C. Avise, Department of Genetics, experienced On foraging grounds' 
University of Georgia, Athens, GA 30602. They then follow the experienced females to 
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