
Atmospheric Dynamics of the Outer Planets 


Despite major differences in the solar and internal energy 
inputs, the atmospheres of the four Jovian planets all 
exhibit latitudinal banding and high-speed jet streams. 
Neptune and Saturn are the windiest planets, Jupiter is 
the most active, and Uranus is a tipped-over version of the 
others. Large oval storm systems exhibit complicated 
time-dependent behavior that can be simulated in numer- 
ical models and laboratory experiments. The largest 
storm system, the Great Red Spot of Jupiter, has survived 
for more than 300 years in a chaotic shear zone where 
smaller structures appear and dissipate every few days. 
Future space missions will add to our understanding of 
small-scale processes, chemical composition, and vertical 
structure. Theoretical hypotheses about the interiors pro- 
vide input for fluid dynamical models that reproduce 
many observed features of the winds, temperatures, and 
cloud patterns. In one set of models the winds are 
confined to the thin layer where clouds form. In other 
models, the winds extend deep into the planetary fluid 
interiors. Hypotheses will be tested further as observa- 
tions and theories become more exact and detailed com- 
parisons are made. 
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energy sources, control the patterns of atmospheric circulation. 
Neptune was a surprise because its wind speeds were greater than 
any seen elsewhere in the solar system, despite its low solar energy 
input. The power per unit area that drives Neptune's Great Dark 
Spot (GDS), for example, is 5% of that which drives the Great Red 
Spot (GRS) of Jupiter. 

This article focuses on the data and the models of the atmospheric 
circulations. The data come from the Pioneer and Voyager space- 
craft and from 300 years of Earth-based telescopic observations. The 
picture is not complete. Many input parameters of the models- 
including the abundance of water and other condensables, the 
degree of coupling to motions in the interior, and the role of small- 
scale processes-are largely unh~own.  The models differ in the 
assumptions made about these parameters. Progress occurs when 
the model gives a definite output that can be compared to observa- 
tion. Finding such comparisons is a continuing challenge. 

Clouds and Winds 
The colored images published after each Voyager encounter (1-4) 

show the patterns and motions of the clouds. The images are 
processed to bring out details in the images at the cost of exaggerat- 
ing the colors. In Fig. 1 the four planets are shown to scale at low 
spatial resolution. Table 1 gives the values of key physical parame- 
ters. 

The composition and altitude of the clouds are somewhat uncer- 
tain. There are a number of condensable species, all present at 
concentrations less than 1%,and all capable of contributing to the 
variety of colored clouds. The uncertainties arise because solid and 
liquid particles do not have definite spectral signatures, and the 
scattered photons sample a wide range of altitudes within the clouds 
(5 ,  6 ) .  

In general, the atmospheres are mixtures of molecular hydrogen 
(Hz) and helium, and the visible clouds are ammonia (NH3) colored 
by sulfbr, phosphorus, and carbon compounds, with high-altitude 
cirrus clouds of methane (CH4) at Uranus and Neptune. Ammoni- 
um hydrosulfide (NH4SH) and water are thought to condense at 
deeper levels on all four planets. Cloud-top pressures are in the 
range 0.3 to 3 bars. Cloud base is at 5 to 15 bars according to 
current models, at least on Jupiter and Saturn. There are no sharp 
boundaries-discontinuities of density, for example-between the 
atmospheres and the fluid interiors. These low-viscosity fluids are 
gently stirred by sunlight and by internal heat, but at much lower 
rates than those on the sun and stars. 

Winds are measured by tracking cloud features in sequences of 
two or more images separated in time. The uncertainty in altitude is 
a problem when substantial wind shear exists. Another problem is 
that the clouds sometimes deform and dissipate and perhaps even 
propagate, like disturbances riding the crest of a wave. These 
difficulties are reduced by following only the smallest features over 
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the shortest time intervals, until the finite resolution of the camera 
limits the accuracv of the measurement. 

Despite the &certainties, the features g e n d y  move as well-
defined units that show up best in a motion picture. Sequencesfrom 
the movies of the GRS of Jupiter and the GDS of Neptune are 
shown in Figs. 2 and 3, respectively. At the scales shown, there is 
little evidence of flow vectors crossing other flow vectors, which 
would occur if the winds were at difFecent altitudes. Such movies 
bolster the inmrcssion that the measured velocitiesare revresentative 
of a single la6r near the cloud tops. b i d e s  providing huantitative 
estimates of velocity, sequences such as Figs. 2 and 3 provide 
estimates of vomcity and divergence and other more complicated 
behavior such as merging, dividing, and oscillation of spots. 

The profiles of zonal (eastward) velocity versus latitude for all 
four of the outer planets (3,4, 7-10) are shown in Fig; 4. The winds 
are measured with respect to a reference b e  that rotates with the 
interior ofeach planet. The internal periods of rotation are given in 
Table 1and are deduced from periodic radio emissions (11). It is 
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assumed that the radio emissiok are modulated by the magnetic 
field, which is presumably tied to the electricallyconducting interior 
of each planet. For Saturn the nature of the modulation is obscure, 
since the magnetic field is almost axisymmetcic (12). 

The zonal velocities do not follow a simple rule. In a prograde jet 
h e  features have shorter periods of rotation than the interior, and in 
a retrograde jet the penods arc longer, but in no case is there a 
reversal of the direction of rotation. Jupiter and Saturn have 
prograde equatorial jets, whereas Uranus and Neptune have reao-
grade equatorial jets. Jupiter has many alternating prograde and 
retrograde jets at mid-latitudes. Saturn's major jets are all prograde. 
Uranus and Neptune have smootherprofiles thanJupiter or Saturn, 
and Neptune's winds are almost entirely retrograde. 

~ e p t k eseems to have the largest w.&d sp&& of any planet in 
the solar system, according to the data in Fig. 4. The crosses 
represent the motion of individualbright elements within the larger 
bright htures, like those that flank the GDS in Fig. 3. The elements 
last only for a few hours, so there are large uncertainties (260mls) 
in the measured velocity.Those at 18"sseem to overliethe GDS and 
move at high speed relative to it. Other evidence, from the length of 
cloud shadows and the appearance of the clouds in &&rent filters, 
supports the view that the bright clouds are several scale heights 
above the main cloud deck (4). Nevertheless, the high speeds 
implied by the crossesmust be considered preliminary results from 
the Neptune encounter (4) and are still subject to revision. These 
problems aremuch less severe at Jupiterand Saturn, where all of the 
measurementsof the wind at a giv& location tend to give the same 
result. 

The preponderance of prograde winds on Saturn led to specula-
tion that the radio period does not reflect the true period of the 
interior (13, 14), but no alternativetheory has been put forward to 
explain the radio periodicity. The Uranus and Neptune results 
showed that no two velocity profiles are the same. The large 
difkences between the profiles of Fig. 4 cannot be eliminated by 
adjusting the reference tiames.Our present meager understanding 
of these di&rences docs not justify abandoning the radio emissions 
at the best indicator of the inter& rates of rotation. 

Temperatures and Depth ofCirculation 
How deep do the zonalwinds extend?Is there a level below which 

the fluid rotates uniformly?These are fundamental questions, but 
there are no simple answers. At one extreme the zonal winds could 
be the surface manifestation of diffmntiallyrotating fluid cylinders 
coaxial with the planetary axis of rotation (15, 16). At the other 

Fig. 1. Color m p i t e  of Jupiter, Saturn, Uranus,and Neptune, with 
Earth for comparison. The relative sizes are accurate, but color and contrast 
areenhanced to bringout &.amin the atmospheres. Methanegas,whichis 
relatively abundant on Uranus and Neptune, gives those planets their blue 
color by selectively absorbing long wavelengths. 

extreme. the winds could be confined to a thin weather laver above 
cloud b&, with the interior in solid rotation (13,14). An htennedi-
ate case is also possible, in that the winds could have deep roots 
parallel to the rotation axis but still die out eventually with depth 
(16). 

Several approaches to these questions can be taken (9, 17). The 
first is to solve the whole problem on a computer, treating the 
interior and armosphere as a single fluid. Fundamental obstacles 
arise, however, in dealing with fluid motions of vastly di&rent timc 
and space scales. In addition, certain key thcnnophysical properties 
are not known well enough to build a definitive model. The second 
approach is to solve for &motion in theweather layer, treating the 
interior by means of a lower boundary condition. DiIErent assump-
tions about temperature gradients and winds, or lack thereof, in the 
interior lead to different model results. These approaches are 
discussedin sectionsbelow. The third approach, followed here, is to 
use temperature data to place constraints on the variation of wind 
with altitude. 

The basic observables are the profiles of temperature and mnal 
velocity as functions of latitude. The latitudinal profiles of emitted 
intiarcd (IR) radiation and the equivalent brightness temperatures 
(18-20) arc shown in Fig. 5. Table 1gives the mean pressure at 
which the physical temperature is equal to the brighmess tempera-
ture. This occurs at a d&te level in the atmosphere, somewhere 
abovethe tops of theclouds. Unfortunately, the IR observationsdo 
not probe into the clouds. The basic observables are linked by the 

Tllbk 1. Physical panmeaps of the outer planets:f.is the ratio of infnrrd 
anissionto absorbed d g h t  fw the planet as a whole; T, is the infnrrd 
emission aqmssed as a blackbody tempu-ature; P, is themean pressure at 
which T - T .H is dK pressure scale height RTJmg; and cs is the speedof 
sound - ~ e r c  R is the universal gas constant, m is the mean 
molecular weight, and y = 1.4 is the ratio ofspecificheats. The asterisksin 
the Neptune column signify that certain results are preliminuy. The 
numkrs indKlas t s ixrawsarcun~inthe laPt~t .  
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~ q u a t o dadius, (10' hm) 
period,2 ~ 1 n  

Qua- gravity,g (ds2)
Orbital period, 2wICl,, (ycar)
Obliquity of spin axis, i (degree) 
Helium d e  Man,he 
Ernittdabsorbed power, f. 
Emission temper&e, T; ( K )  
Emission wcssurr. P. (bar)
Scale height, H (kkf ' 

' 

speed of sound,cs (ds) 

Jupiter 

74.1 
9.92 

22.9 
11.9 
3 
0.10 
1.7 

124 
0.4 

20 
810 

Saturn Uranus 

-

ARTICLES 30920 APRIL 1990 



thermal wind equation (21), which states that the gradient of zonal these winds decay to zero in a short distance-several scale heights 
wind with altitude (wind shear) is proportional to the gradient of below the cloud tops-the hctional variation of temperature h m  
temperature with latitude. If the latter is small, the zonal winds must equator to pole must be large, of order unity, which is contrary to 
be deep. observation. The Voyager imaging team applied this argument to 

Saturn and Neptune are the most clear-cut cases. These planets Saturn and concluded that the zonal winds must extend ten scale 
have extremely strong zonal winds of mostly one sign. In order that heights or more below the cloud tops (2, 1 4 ,  if the equator-to-pole 

i t* 

* 

Fig. 2 (la). Time-lapse sequence of the Great Rcd Spot (GRS) of Jupiter irregularj. in longitude at rates of several mcms sccond. Wmds vound 
(1). S y 6aa top left, moving dam, thc sequence shows hc counter- its pdphay cxmd 100 olh Ftg. 3 ( ~ h t ) .  ge-p sequence ofthe 
dockww ow at intervals of about 20 hours, or two planetary rotations. Great Dark Spot (GDS) of Neptune (4). Thc GDS an the GRS have the 
Smaller spots approach from the east (nght), go oncc around the GRS, and same sizc relative to the p h and occupy nearly thc same latitudes. They 
r y merge wirh it. The GRS is 25,000 km long and 10,000 km wide and both rotate countad- (anticyclonic in the somhaa hemisphere), but 

existed for 300 years without changing latitude. 'Ihc GRS drifts the GDS smxchcs and contracts as it rotates. 
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temperature difference is no more than 4% at all levels. A weakness 
of this argument is that the temperatures are measured above the 
clouds, whereas the wind shears depend on the temperature gradi- 
ents at all altitudes. Another weakness is that molecular-weight 
gradients can mask the effects of temperature gradients, and the 
former are not well known. The counterargument is that the 
planetary interiors are thought to be more homogeneous with 
respect to composition and temperature than the atmospheres. The 
lack of strong latitudinal gradients in the atmospheres is evidence 
against large wind shears, implying that the winds are deep. 

What processes could account for the near uniformity of tempera- 
ture-the small equator-to-pole temperature differences on all of the 
outer planets? On Earth, absorption of sunlight at low latitudes 
maintains a difference of order 30 K despite the moderating effect of 
the circulation, which tends to homogenize the atmosphere. Models 
of the Jovian circulation that are based on analogy with Earth, in 
which a thin weather layer rests on a thermally insulating solid, give 
equator-to-pole temperature differences from 3 to 30 K (14, 22). 
Only the lower limit is even marginally compatible with the 
observations, which at least sample the top of the weather layer. 
Pioneer 11,the only spacecraft to fly over the poles of Jupiter, found 
the poles to be slightly warmer than the equator just above the tops 
of the clouds (18). Voyager found the poles of Uranus to be slightly 
colder than the equator (20), although the poles receive the most 
sunlight. Something appears to be missing from the terrestrial- 
analog models. 

The obvious weakness is the lower boundary condition. The 
interior probably resembles a thermal conductor more than it does 
an insulator, for example (23). Internal heat drives convection 
currents that maintain an adiabatic state, at least up to cloud base. 

k
Jupiter 

Neptune 

Eastward wind speed (rnis) 

Fig. 4. Zonal velociv versus latitude for the four outer planets (3, 4, 7-10). 
Velocities are measured relative to  the planetary interiors, whose rotations 
arc inferred from periodic radio emissions. The measurement invol\.es 
tracking clouds in sequences of images, usually at intervals of  one planetary 
rotation. Note that the scale for Uranus and Neptune is different from that 
for Jupiter and Saturn. The crosses for Neptune are high-speed motions 
measured over inten~als of 1 or 2 hours. 
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Fig. 5. Em~tted infra- 
red flux and equivalent 
brightness tempera-
tures versus lat~tudc 
for the four outer plan- $ 
ets (18-20). The tadla- 
tlon 1s em~ttcd, on av- 
erage, from the 0.3- to  
0.5-bar pressure levels 
(Table 1) .  The equa- 
tor-to-pole tempera-
ture d~fierences are 
small. The largest tem- 
pcraturc gradients oc- 
cur at the extrema of 
the zonal \~elociry pro- 
file (Fig. 4). 

Latitude (degrees) 

An adiabatic state has temperature equal to a constant independent 
of latitude on each constant-pressure surface. The convection cur- 
rents maintain this state despite the uneven distribution of absorbed 
sunlight because the interior is heated from below and has much 
more mass than the atmosphere. The thin weather layer is effectively 
short-circuited by the deep interior, according to this hypothesis 
(23). 

A complete model of the weather layer, from cloud base to cloud 
top, requires a better knowledge of composition, cloud physics, and 
solar energy deposition than we now have. For example, simple 
models of the Uranian atmosphere (22, 24), analogous to energy- 
budget climate models of Earth (22, 25), give good agreement for 
the large-scale temperature structure of Fig. 5 but fail to explain the 
small-scale structure. Treating the interior as a perfect thermal 
conductor (24) accounts for the lack of equator-to-pole temperature 
contrast, but it does not account for small-scale oscillations of the 
curves in Fig. 5 .  Something is still missing. 

The Voyager IRIS (infrared spectrometer) team, which made the 
IR measurements, noticed that the temperature gradients associated 
with the oscillations occur at the latitudes of the zonal jets-the 
extrema of the zonal velocity profile. The sign of the correlation 
indicates that the zonal jets decay with height, at least at the 
measured altitudes above the tops of the clouds. Finding no 
radiative process that would produce the temperature oscillations, 
the IRIS team proposed a dynamical nlechanisnl (19, 20). The zonal 
jets are driven by unspecified processes occurring within and below 
the weather layer. Above the clouds, frictional drag on the zonal jets 
causes them to decay with height and at the same time drives a 
meridional circulation that maintains the temperature oscillations. 
The model offers a self-consistent explanation for the correlation 
between the temperature gradients and velocity extrema (Figs. 4 and 
5 ) . It does not explain where the zonal jets get their energy or how 
deep they go. In general, use of the thermal wind equation provides 
useful constraints but no definitive estimates of the depth of the 
circulation. 

Vorticity as a Probe of Vertical Structure 
The second approach mentioned above is to model the dynimics 

of the weather layer by treating the interior by means of a lower 
boundary condition. One can either guess at the correct lower 
boundary condition, using some theoretical intuition about the 
interior, or one can try to infer it from the data. Velocity data in 
particular allow some interesting inferences. 
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One fairly general lower boundary condition treats the interior as 
an Infinitely deep, adiabatic fluid with a steady zonal velocity that 
could depend on latitude. Solid rotation of the interior is a special 
case. The adiabaticity and great depth ensure that the prescribed 
zonal velocity of the interior remains steady regardless of what 
happens in the weather layer. The zonal velocity profile for the 
interior enters in the dynamics of the weather layer as an equivalent 
bottom topography. 

The dynamics involves the principle of conservation of potential 
vorticity (21). Potential vorticity is proportional to angular momen- 
tum about a vertical axis-a constant for each fluid element. As the 
layer thins or thickens, the moment of inertia about the vertical axis 
increases or decreases, and the f l ~ d  element spins slower or faster. 
Here "spin" includes a part due to the velocity relative to the planet 
and a part due to the vertical component of the planet's angular 
velocity. For a thin fluid layer on a rotating planet, the expression 
for potential vorticity is q = ( 6  +f)lh. Here, 5 is the vertical 
component of relative vorticity V x v, where v is velocity measured 
in the planet's rotating frame; f = 2fl sin 4 is the planetary vorticity, 
where Cl is the planet's angular speed of rotation and 4 is latitude; h 
is the thickness of the fluid layer. If the flow is adiabatic (specific 
entropy conserved following the motion), and the atmosphere is 
stably stratified (specific entropy increasing upward such that the 
temperature lapse rate is subadiabatic), then the specific entropy 
surfaces and material surfaces coincide and h is the mass per unit area 
between surfaces of constant specific entropy. 
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The weather layer has negligible effect on the interior because its 
thickness is so much less than that of the interior. When the interface 
between them moves up and down, causing order-unity changes in 
the upper (weather-layer) thickness, the fractional changes in the 
lower (interior) thickness remain small. The vorticity of the interior 
does not change. This argument was first applied to Jupiter by 
assuming that the interior rotates uniformly (26) and was later 
extended to include an arbitrary zonal velocity (27, 28) in the 
interior. 

Conservation of potential vorticity is used to probe the weather 
layer and to determine if zonal winds occur at its base (29, 30).This 
approach uses measurements of 5 and knowledge off to find h. 
Vertical structure is simplified so that the weather layer is treated as 
a single homogeneous fluid of constant properties (constant specific 
entropy, for example). Zonal jets in the interior produce variations 
in the height of constant-pressure surfaces at the base of the weather 
layer. Since the motion is steady and zonal, the pressure gradients 
are latitudinal and the weather layer "feels" a series of rigid hills and 
valleys with crests running east-west. Thus the effect of zonal flow in 
the interior is to add east-west bottom topography to the weather 
layer, whose dynamics is described by the familiar shallow-water 
equations (31). These are the equations of motion of a homoge- 
neous (constant-density) fluid moving horizontally in a gravitational 
field, with pressure related to the height of the upper free surface. 

Measuring the bottom topography requires finding places where 
the fluid elements cross latitude lines. Jupiter's GRS at 22"s and the 
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Fig. 6. Computer simulation of the flow in Jupiter's southern hemisphere 
(30).The model integrates the shallow-water equations with zonally sym- 
metric bottom topography. The latter is derived from the vorticity of fluid 
elements as they cross latitude lines. At each time step, the map shows 
pressure contours and the small insert to the right shows the zonal velocity 
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profile, which is initially set equal to the Jovian profile. The sequence shows 
small vortices merging after the initial instability to form larger vortices, 
which eventually merge into a single large vortex at the latitude of the GRS. 
[Reprinted from (30)with permission from the American Meteorological 
Society] 
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white ovals at 33"s provide the best locations. One measures the 
two-dimensional velocity field around each oval, takes its curl to get 
5, and takes line integrals to get the trajectories of fluid elements. 
Each element traces out a different path across the topography. 
Fractional changes of h are inferred from the fractional changes of 
(5 + f ) .  Choosing a single unknown number related to the mean 
thickness of the weather layer and its density relative to that of the 
interior allows one to solve for the thickness eveqrwhere. The 
contribution of the upper free surface height is subtracted off, 
leaving the height of the bottom topography as a function of 
latitude. 

The results of this observational study (29, 30) do not fit any of 
the theoretical hypotheses (27, 32, 33) that had been advanced 
concerning motion in Jupiter's interior. In these theories as well as 
in the observational study, the weather layer is treated as a single 
homogeneous fluid. Although the model is restrictive, varying the 
mean thickness of the weather layer does not alter the conclusion. 
The interior is not in solid rotation at the radio rate or at any other 
rate (32). The zonal velocity profile for the interior is not equal to 
the profile for the cloud tops (27), although there are some 
similarities. The combination (5 + f)!h for the zonal flow in the 
weather layer is not a constant independent of latitude (33). In fact, 
the gradient of 7 with respect to latitude changes sign, and is 
strongly negative at 20"s and at 33"S, where the overbar refers to 
the zonal flow far away from the ovals. Such sign reversals are 
usually a sign of instability (34). The observations suggest that the 
zonal flow in the weather layer is unstable. 

Earlier observational studies (7-10) focused on the barotropic 
stability criterion, which states that the flow is stable if 6 - Z>,, does 
not change sign. Here 6 is dfdy where y is the northward coordi- 
nate, and li,, is -dudy ,  where is -dZ/dy, the vorticity of the zonal 
flow. This criterion involves the gradient of the numerator of 7, 
since q = (2 + f)/h. The earlier studies established that - tr,, is 
negative at the latitudes of the westward jets, including those at 20"s 
and 33"s. At other latitudes - Z,, is positive. Thus the barotropic 
stability criterion is violated near the westward jets. The new studies 
(29, 30) are more general because they include the effects of h. In 
fact, the gradients of 2 + f and h tend to work together, reinforcing 
the conclusion that dqldy is negative near the westward jets. 

These conclusions depend on the applicability of a single-layer 
model to the motions at cloud-top altitudes. It would be more 
realistic to treat the weather layer as a continuum with variable 
properties. However, the vertical profiles of temperature, radiative 
heating, and condensable species are uncertain. Instead of one free 
parameter (the mean thickness of the weather layer), there would be 
many. Three-dimensional models of isolated vortices in laboratory 
shear flows have been quite successful (35), but in these cases the 
vertical profiles are known. For the outer planets, one can perhaps 
assume that the vertical structure follows a moist adiabat (28, 36), 
but the water abundance remains a major unknown. For the 
moment, the shallow-water equations are matched to the observa- 
tions. They provide a means of investigating the dynamics of the 
outer planet atmospheres without having the number of free 
parameters exceed the number of independent measurements. 

Shallow-Water Models of the Dynamics 
The preceding section described the use of a single-layer model 

(shallow-water equations with zonally symmetric bottom topogra- 
phy) to invert a set of observations. This section describes a set of 
time-dependent numerical simulations that use the derived topogra- 
phy as input to the single-layer model (30). The model is also run 
with topographies that are based on theoretical hypotheses about 
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the zonal flow in the interior (27, 32, 33). The aim is to see which 
bottom topographies reproduce observed features of the circulation, 
including vortex formation, oscillations, pairings, mergers, and 
other time-dependent behavior (Figs. 2 and 3). The model has been 
nm only for Jupiter, because the observational data are better than 
for the other outer planets. 

A run of the shallow-water equations with the derived bottom 
topography (30) is shown in Fig. 6 .  Artificial barriers are placed at 
5"s and 40"s because the topography is unknown outside this 
range. The flow is assumed to be periodic in longitude with period 
180". Contours of free-surface height (pressure) are shown at time 
intervals indicated in Earth days. The rotation period and radius are 
appropriate to Jupiter. The mean zonal velocity profile in the 
weather layer is shown at right. Initially it is equal to the velocity 
profile observed in Jupiter's atmosphere. 

The initial profile is unstable. It breaks up into a series of eddies, 
which merge until there are only three large eddies at t = 500 days 
and only two large eddies at t = 750 days. These finally merge at 
t = 1600 days, leaving a single large vortex at the same latitude as 
Jupiter's GRS. The sign of the vortex, its strength, size, and 
longitudinal drift rate all closely match those of the GRS. Runs up 
to 10 years show no further changes in the single large vortex at 
22"s. Smaller vortices are also present at 3 3 3  but they are lost in 
the coarse contouring of Fig. 6. This latitude is the same as that of 
Jupiter's three white ovals, which are about one-third the size of the 
GRS and resemble it in most respects. The model is consistent with 
the observations (37) that the stable vortices are mostly anticyclonic 
(sign of 5 opposite to the sign off )  and form in anticyclonic shear 
zones (eastward velocity increasing toward the pole). 

The model demonstrates that vortices will form spontaneously at 
the right latitudes when the right velocity and bottom topography 
are used as input. A weakness of the model is that it does not 
account for the zonal velocity or the topography, except that the 
latter is meant to represent the pressure associated with zonal flow in 
a deep lower layer-the interior. More significantly, the zonal flow 
in the weather layer is unstable (the model does not allow the zonal 
flow in the interior to be unstable). To keep the flow going, the 
model uses an artificial Rayleigh friction term-an east-west drag 
force that is trying to relax the zonal velocity profile to the observed 
one with a time constant of 400 days. Models without the drag term 
tend to run down a little more; the zonal flow gives up more of its 
energy to the vortex when energy is conserved. The rationale for the 
drag force is that its time constant is long compared to the 
dynamical time constant 115, which is less than 1day. 

If the right bottom topography, or one very close to it, were the 
only one that gave vortices forming spontaneously at the latitudes of 
the Jovian vortices, then the forward numerical integration would 
support the inversion of the data from which the topography was 
derived. In reality, all of the topographies give stable vortices. Of the 
four studied (30), two make the zonal flow stable and two leave it 
unstable. The derived topography leaves it unstable, as does the flat 
topography associated with solid rotation in the interior (32). The 
wavy topography associated with the zonal flow in the interior that 
matches that in the weather layer (27), and the topography associat- 
ed with constant 7 (33), both give stable zonal flows. The vortices 
form spontaneously as in Fig. 6 when the zonal flow is unstable, but 
some kind of artificial force is needed to maintain the unstable zonal 
flow. Isolated vortices also form spontaneously in certain laboratory 
experiments (38, 39) when a zonal flow is maintained in an unstable 
state. 

Without friction, the stable zonal flows and the vortices go on 
forever. A small amount of friction causes the vortices to decay 
unless they are artificially fed with a steady supply of smaller 
vortices. The smaller vortices do not arise spontaneously when the 
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zonal flow is stable. In other words, the shallow-water models 
require a source of energy-either an artificial drag term to keep the 
zonal flow going or an artificial source of small vortices to keep the 
large ones well fed. 

Undoubtedly, future numerical simulations will have multiple 
degrees of freedom in the vertical (28) without using an Earth-like 
lower boundary condition (14, 32). The models will simulate the life 
cycle of the smaller eddies, which may be the primary convective 
elements that harness the solar and internal energy. Successful 
models will simulate the way vortices merge and interact (37) and 
should account for the existence of vortices at all sizes, with 
diameters ranging from less than 1000 km to the size of the GRS 
(37). The models might explain why the largest spot on Saturn is 
only 20% the size of the GRS and why Uranus has almost no spots 
at all. Finally, the simulations will address the oscillations of vortices, 
like those of Neptune's GDS (Fig. 3) and the so-called brown 
barges of Jupiter (40). The goal is to find the correct model, using 
the observations as a test. 

What Maintains the Zonal Flow? 
The most fundamental question is still unanswered. The magni- 

tude, width, and direction of the zonal jets are unexplained. The 
differences among the zonal flows on the four outer planets are large 
and are not well understood. The zonal flow at the cloud tops and 
beneath the clouds are critical for the formation and stability of the 
long-lived vortices, yet no theory accounts for the properties of these 
zonal flows. 

The traditional view (26, 36, 41, 42) is that the zonal jets are 
shallow and owe their existence to differential heating within the 
clouds. For instance, frictional drag near the base of the clouds 
might set up a meridional circulation that concentrates moisture at 
certain latitudes depending on the sign of the vorticity. An anticy-
clonic latitude has divergence within the clouds and convergence 
beneath the clouds, so the anticyclones are preferentially heated 
from below by latent heat release. Such heating is what sustains 
them, since the anticyclones are warm-core structures (the thermal 
wind equation says that as altitude increases the flow becomes 
increasingly anticyclonic around a warm-core structure and increas- 
ingly cyclonic around a cold-core structure). The traditional view is 
supported by evidence of well-developed clouds at the anticyclonic 
latitudes and holes in the clouds at the cyclonic latitudes 143). 

One problem with the traditional view is that it does not explain 
the latitudinal banding. The mechanisms work equally well for 
circular spots as for linear bands. The model is similar, in fact, to a 
terrestrial hurricane model, but with a deep, moisture-laden atmo- 
sphere replacing the terrestrial ocean. Another problem is that the 
model is sensitive to certain processes such as frictional drag, low- 
level convergence, and latent heat release that may not operate as 
advertised. A third problem is that the model works poorly for 
Saturn and Neptune, whose ultrahigh-speed winds are difficult to 
reconcile with thin-layer models. The model may be correct for 
Jupiter, but it is difficult to test without better constraints from 
theory and observation. 

The more recent view (7, 15, 44) has many of the same problems. 
It holds that the zonal jets get their energy from the eddies, which 
get their energy from buoyancy. This two-stage process is known to 
operate in Earth's atmosphere. Voyager wind data suggest that it 
may operate on Jupiter ( 7 ,  but the eddy wind data are subject to 
large errors, and the models have many free parameters. 

The Voyager imaging team used global maps of 10,000 velocity 
vectors collected from image pairs one rotation apart at resolutions 
of about 60 kmipixel (7). The vectors are separated into latitude bins 

lowide, and the mean eastward and northward velocity components 
-
u and v are determined for each bin. The values of ii define the mean 
zonal velocity profile of Fig. 4. The values of F are small and not 
statistically significant. The means are subtracted from each vector to 
get the eddy wind components u' and v'. By definition, the means of 
u '  and v' for each bin are zero. The important quantity is the 
Reynolds stress tr'v',which is the average for the bin of the 
northward transport of eastward momentum by the eddies. The 
Reynolds stress is defined at each latitude and is compared to dddy 
at the latitude. If cr'v' has the same sign as diildy at most latitudes, 
then the eddies are transferring their kinetic energy into the zonal 
jets. 

The result of this analysis (7) is shown in Fig. 7. The ordinate is 
latitude. The left-hand curve is diildy, and the center and right-hand 
curves are v(u1,v') from Voyager 1 and Voyager 2, respectively. 
Here v(u1,v') is the correlation coefficient, u'v' divided by the 
standard deviations of u '  and v' for the latitude. For the la net as a 
whole the standard deviations of u' and v' are 10 and 6 mis, 
respectively. Figure 7 shows that the correlation coefficients are of 
order 0.3, and that the sign of r(u1,v') tends to be the same as that of 
diildy. The implied rate of energy transfer is enough to double the 
kinetic energy of the zonal jets in 75 days. If such transfer is 
occurring over a layer 2.5 bars deep, the transfer rate is 2.3 w/m2, or 
15% of the total thermal energy flux at Jupiter. For Earth, the same 
term in the mechanical energycycle is only 0.1% of the total thermal 
flux. Either Jupiter is much more efficient than Earth in converting 
thermal energy to mechanical energy, or else the measurement is 
misleading." 

One problem with the measurement is that the eddies are poorly 
resolved in the images. Selection of features suitable for tracking 

duldy s') r (u', v ' )  r ( u ' , v ' )  

Fig. 7. Comparison of the zonal velocity gradient dl i ldy (left) with the eddy 
correlation coefficient v(u',vf). The center and right cuwcs are from Voyager 
1 and Voyager 2, rcspecti\,cly (7). At most latitudes v(rrl,l/') and dl i ldy have 
the same sign, indicating that kinetic energy is being transferred from the 
eddies to the zonal flow through the Reynolds stress term. [Reprinted from 
(7) with permission from the American Geophysical Union] 
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could introduce a bias. For example, sampling only the northeast 
and southwest quadrants of a clockwise circular eddy would yield a 
negative estimate for Ir'v'even though the true value is zero (45). 
Another problem is that the net effect of the eddies on the mean 
winds includes energy transfers that cannot be determined from the 
Voyager data. These transfers involve the mean meridional velocity 
-
v and the eddy temperature fluctuations T', neither of which are 
known. 

Although the observations refer to eddies near the tops of the 
clouds, the mechanism could operate at any level. Eddies in the 
interior, driven by the internal energy flux, could have Reynolds 
stresses that pump energy into differentially rotating coaxial cylin- 
ders (15). Similar mechanisms are thought to occur in the sun and 
stars, although recent observations from helioseismology show that 
the solar rotation rate is not constant on cylinders (46). Convective 
eddies, which use latent heat to carry the energy flux upward, might 
be producing the Reynolds stress in the clouds of the Jovian planets. 
The movies of Jupiter's atmosphere (47) show many phenomena 
that look like convection-sudden appearances and rapid growth of 
bright circular spots followed by entrainment and dispersal in the 
zonal shear flow. The eddies might be produced by baroclinic 
instability (44), which releases stored potential energy associated 
with horizontal gradients of temperature. The problem with the 
latter mechanism is that the only temperature gradients seem to be 
associated with the jets (Fig. 5), and the jets cannot maintain 
themselves. A separate source, like sunlight, could maintain a 
temperature difference between equator and poles, but the data 
show little evidence for such differences. 

Implications for the Future 
The real surprise about the eddy winds on Jupiter is not that the 

components and v '  are correlated. Such correlation is expected for 
eddies in a shear flow provided that the eddies have a separate 
energy source like buoyancy. The surprise is that the eddies are so 
energetic, considering that the radiated power per unit area is only 
14 W/m2 compared with Earth's 240 W/m2. The dissipation rate 
u ~ I L ,  computed from the eddy velocity U and eddy length scale L, is 
also about 2.2 w/m2 (provided U = 6 mis and L = 1000 knl) if the 
dissipation is spread over a layer 2.5 bars deep. These large energy 
transfers and large eddy winds suggest that the Jovian atmospheres 
are more efficient as heat engines than the Earth. They can harness a 
large fraction of their thermal power and convert it to kinetic 
energy. Also, the large zonal wind speeds, particularly those on 
Saturn and Neptune, suggest that the Jovian atmospheres are able to 
store kinetic energy with less dissipation than on Earth. Even among 
themselves, the ability of the Jovian planets to store kinetic energy 
varies widely, and is almost inversely related to the thermal energy 
input. The surprising result is that Earth has the slowest wind speeds 
of any planet in the solar system, although it absorbs and radiates 
more power per unit area than any other planet with an atmosphere. 

What happens next? The Galileo mission includes a probe that 
will enter the atmosphere of Jupiter near the equator, sending back 
information about composition, temperature, winds, clouds, electri- 
cal activity, light levels, and IR radiation to a depth of perhaps 20 
bars. The Galileo orbiter will spend 2 years around Jupiter, from 
1995 to 1997, obtaining high-resolution motion pictures of convec- 
tive regions, shear zones, waves, and turbulence. It will peer into the 
clouds with instruments that range across the electromagnetic 
spectrum. The Cassini orbiter is scheduled to image saturn at 
ultraviolet, visible, infrared, and radio wavelengths during the years 
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2002 to 2006. These measurements will constrain the input parame- 
ters of the theoretical models and will provide quantitative measure- 
ments for comparison with model output. The assumption behind 
all of this activity is that by studying the skin of the onion in all its 
detail, we can finally understand the onion and all of its layers. This 
is standard operating procedure for geophysicists and astronomers. 
For atmospheric dynamicists, it is a new way of doing business. 
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