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Getting Together Bit by Bit 
High-speed digital networks are growing like topsy-in the next decade they will provide scientists 
with research opportunities that would have sounded unbelievable a decade ago 

 ST MONTH, SCI- 

ENTISTS got a peek 
at the future. On a 
color monitor set up 
in a hotel room in 
Washington, a com- 
puter-generated im- 
age of an aluminum- 
gallium-arsenide 

Eighth in a series crystal rotated slow- 
ly, turning in response to commands from 
an operator seated next to the monitor. 
What made the demonstration remarkable 
was that the computer generating the image 
was located in Ann Arbor, Michigan. The 
graphic data was traveling along a prototype 
implementation of NSFNET-the national 
science network-running nearly 30 times 
faster than the network's current top speed. 

That slowly rotating picture may be the 
harbinger of a revolution in the way all 
scientists, not just computer engineers and 
physicists, will conduct their research. High- 
speed electronic networks will bring new 
techniques into routine use in research. 
Among them: transporting the power of 
supercomputer graphics directly 
to the lab bench and providing 
instantaneous access to the huge 
databases that will be amassed in 
the human genome project or 
studies of global change. And 
that will change science in a vari- 
ety of ways, perhaps the most 
dramatic being to remove physi- 
cal barriers and permit collabora- 
tions on a scale that has never 
before been possible. 

And those are just the obvious 
implications. 'We're going to be 
surprised," insists Robert Kahn 
of the Corporation for National 
Research Initiatives, one of the 
first to develop a high-speed dig- 
ital network, "because a lot of the 
real utility of high-speed nets will 
be serendipitous." 

Part of what is propelling the 
changes is the simple notion that 
pictures, especially moving pic- 

C 
tures, are more eloquent than 
words. High-speed transmission Seeing 
of images is about to do what the generator 

telephone has done for voice communica- 
tion and what the fax is starting to do for 
text and graphics. "Most people's compre- 
hension works around visualization," says 
Paul G. Huray, of the White House Office 
of Science and Technology Policy, and net- 
works will make that comprehension "tre- 
mendously more transferable." 

The priiciples of this transfer aren't new, 
but the capacity to transfer enough informa- 
tion quickly enough to make a real differ- 
ence has only just arrived. The idea for a 
computer network was born in the 1960s at 
the Rand Corporation, and realized late in 
that decade ~~-ARPANET,  a network sup- 
ported by the Defense Advanced Research 
Projects Agency (DARPA). Despite the 
Pentagon's financial support, ARPANET 
was a fairly open environment: pretty much 
anyone who wanted to get on the network 
could do so. "The notion when ARPANET 
was established was that it was primarily to 
share computing resources," says Douglas 
E. Van Houweling, vice provost for infor- 
mation technology at the University of 
Michigan. "As things turned out that wasn't 

the way it got used. It got used by human 
beings who wanted to work with other 
human beings." 

In the 1970s a whole variety of networks 
joined ARPANET to offer connectivity. 
Some were regional-like Merit in Michi- 
gan and BARRNET in the San Francisco 
Bay Area-lmking government and academ- 
ic institutions together. Others were nation- 
al, like BITNET and CSNET, which offered 
nationwide services to academic institutions 
as well as connections to other countries. 
Federal agencies like the National Aeronau- 
tics and Space Administration and the De- 
partment bf Energy set up their own net- 
works. 

Missing in all of this was the sense of a 
national framework. Then, in the early 
1980s, the National Science Foundation 
entered the scene with NSFNET. Designed 
around the six NSF-supported supercom- 
puter centers, NSFNET was intended to 
form a high-speed backbone for a national 
network, linking together not only the su- 
percomputer installations but also the re- 
gional networks that had sprung up around 

the counuy. In 1987, NSF 
awarded a 5-year contract to a 1 consortium of IBM. M c I  Com- 
munications Corporation, and 
the Merit Computer Network to 

per second: Today those lines 

I 
have been upgraded to 1.5 mil- 
lion bits per second, and later 
this year portions of the back- 
bone will be improved to 45 
million bits per second. 

The a ~ ~ e t i t e  of researchers for 

operate and- upgrade the 
NSFNET backbone. When the 
Merit consortium took over, the 
backbone operated at 56 kilobits 

I I 

these facilities has proved vora- 
cious. Network trafKc is most 
easily measured in packets, dis- 
creet packages of bits that con- 
tain address information and 
some fraction of the particular 
message being sent. In 1988, just 
over 100 million packets per 
month were traveling across the 

~oise. This computer-generated graphic of a random noise network. In February of this 
an example of what new high-capacity networks can transmit. year, the network carried 2.5 bil- 
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lion packets. And the numbers have been 
growing by an average of 20% per month. 
"In the last month, 10% of all the informa- 
tion that has ever been sent, was sent," says 
Huray. "That's an incredible statement." 

And the use of the network isn't limited to 
a select group; everyone is getting into the 
act. "Some people believe that a fairly few 
scientists pumping data to and from the 
supercomputer centers represent the totality 
of trfic," says Eric M. Aupperle, president 
of the Merit Computer Network. 'That is 
simply not the case." Instead, Aupperle says 
the traf7ic results from "literally thousands of 
users, and it is relatively infrequent that any 
one individual comes close to monopolizing 
the resource." 

And these thousands of users are doing 
many different things with the network. 
David F. Nitz, a physicist at the University 
of Michigan, used to wait for weeks or 
months to get data from an ultrahigh-energy 
gamma-ray detector in Utah. Now the data 
comes in within one day along the network. 
Robert Beekman, a pediatric cardiologist at 
the University of Michigan, uses the net- 
work to access medical data files stored in 
Pittsburgh when seeing patients in a satellite 
clinic 2% hours from his office in Ann 
Arbor. And literally thousands of scientists 
start their dav in the United States. and 
increasingly around the world, by reading 
mail sent by their colleagues. Even for rela- 
tively low-speed networks, people get 
hooked on electronic mail because, as Mi- 
chael M. Connors, director of Computing 
Systems at IBM, says, "it beats the socks off 
the U.S. Post Office." 

Getting an exact fix on who is using the 
network is difficult because of the way net- 
work cultures have evolved: it is against the 
unwritten rules of network protocol to see 
what is inside an individual packet. But just 
like the post office can tell where a letter is 
going without knowing what's inside, net- 
work operators can g o u p  packets into cer- 
tain general categories by information in 
their address fields. Approximately 30% car- 
ry electronic mail from one user to another, 
and about the same amount are transmitting 
files among users. Another 20% fall under 
the headi& of interactive applications, 
which include things like using the network 
to work on a computer at a different institu- 
tion. And 15% are taken up by directory 
inquiries. 

But the future hasn't yet arrived. Even 
with the phenomenal recent growth of the 
NSFNET, we are only now on the verge of a 
truly national system with the kind of power 

demonstrated in that Wash- 
ington hotel room. Both the 
executive branch and Con- 
gress are grappling with 
how to move ahead with the 
next generation of a nation- 
wide network. At the re- 
quest of Congress, the Com- 
mittee on Computer Re- 
search and Applications un- 
der the OSTP Federal 
Coordinating Council for 
Science, Engineering and 
Technology produced a na- 
tional strategy for high-per- 
formance computing. That 
report recommended the 
formation of a high-speed 
computer network ~ i n i u n ~  
government, industry, and 
universities. A second re- 
port, released last fall, out- 
lines specific goals and bud- 
gets for what is now dubbed 
the National Research and 
Education Network. 
NREN-1 is essentiallv the 

Networked mail 
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at 1.5-megabit speeds- Growing use. Network trafic has beengrowing by an astounding 
NREN-2 will be the new 20% per month. Most ofthe capacity is used to sendfiles and mail, 
network when it is upgraded but new applications, like remote log-ins are growing. 
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to 45-megabit speeds. By 
the end of this decade, NREN-3 will 
emerge, with data traveling at gigabit vol- 
ume: billions of bits per second. 

And it is at that gigabit level that the 
quantum jump into a new kind of connectiv- 
ity will probably take place. Much effort is 
now going into the implications of that leap. 
A leader in that effort is Robert Kahn. With 
teams of researchers drawn from industry 
and universities, and $15-million support 
from the NSF and DARPA, Kahn has estab- 
lished five testbeds to determine technology 
needed to transmit and direct gigabits of 
data per second. 

And as Kahn and his colleagues muse on 
what the network of 2000 will look like, 
others are thinking about what will be done 
with it. 'We're trying to determine what 
applications really require gigabit band 
width end to end," says Vinton C. Cerf, 
another network pioneer working at the 
Corporation for National Research Initia- 
tives. The most likely application for the 
broad-bandwidth connections is animated 
images. An image made up of a 1,000 by 
1,000 array of points (pixels), where each 
pixel is made of 24 bits of information 
updated 30 times per second to give smooth 

motion, requires (excluding clever data- 
compression algorithms) 720 megabits per 
second-and a couple of 720,000-bit-per- 
second projects use up even a gigabit net- 
work in a hurry. 

Another project being considered is link- 
ing multiple supercomputers together to do 
calculations in tandem. Kahn points out that 
you can obtain a more than twofold speedup 
in computation by joining two special-pur- 
pose computers--say, one with a parallel 
architecture and the other serial-to work 
on a single problem. The trick, says Cerf, is 
to pass the data back and forth between the 
two machines rapidly enough so they can 
both work as fast as possible. "As you start 
looking at it, the bandwidth requirements 
become quite horrendous," he says. 

The technical problems will be intirnidat- 
ing-but they'll be solved. The networks 
will continue to grow by leaps and bounds. 
But when will all this really begin to change 
the way science is done? Perhaps only when 
the networks become more integrated with 
the culture. MCI Communications vice 
president Richard Liebhaber says his com- 
pany believes the key to introducing net- 
works to everyday use is to make them easy 



National Science Foundation Network Backbone 1990 

0 Regional Nmorks 

a 
B 
z Y 

Showlng -. The backbone presently d data at 1 .>-megaort speeas. aoott, that willgo to 
45 megabits per second. Regional networks give coverage to the rest of the wunhy. 

to acccss. W e  should be able to deal with 
images and data the same way we deal with 
voice," he says. With the telephone, I just 
dial the sevendigit number and I'm dkmg 
to you." What made facsimile machines 
po* is that they were just about as easy 
to use. But facsimile machines transmit stat- 
ic images, and there is limited potential for 
real time interaction with the image. "All 
you've done is accelerate the 17th-century 
technology," he says. When networks be- 
come as-& to Use as the telephone, they 
should have a much bigger impact. 

Even now, however, before the network 
has become as easy to use as the telephone, 
there are indications that it can &a& the 
way a researcher operat-if he is persistent 
and wanns to' the technology. Take the 
example of computer science p f o h r  ~ l l e n  
N e d  of Camegie M e b n  University in 
Piusburgh. Van Homeling, who was at 
Camegie Mellon before he moved to Michi- 
gan, says, "Frankly, [Newell] lives on the 
network. His intellectual and personal life is 
executed more over the network than face- 
to-face communicatio~ls." Newell agrees 
that the network is hdamend  to his re- 
search &m. "I exist as a member of an 
extended rtsearch community," he says. 
Newell and his colleagues, who are spread 
among several institutions, are wo- on 
an d a a l  intehgence project called 
SOAR. The collaborators use the network 
for e v e  h m  discussing conceptual 
issues to exchaqyg software and revising 
publications. "I cannot imagine that we can 
run the project widmut it," he says. 

But even the nature of electronic mail is 
undergoing a change. "One of the exciting 

things that is happening right now is the 
whole multimedia explosion. An interaction 
with computing technology is begmmg to 
take place," says Van Houeling. As a d t  
ofthat ams--tion, mail will no longer 
be just plain text, but will include data and 
graphi-en voice. The NeXT computer 
developed by Steven P. Jobs, tbr example, 
can digitize a voice s@ that can be added 
to a mail message and translated back into 
voice bv the reci~ient. 

On &er l& the advent of networks 
will make it possible for scientists anywhere 
to gain remote access to unique pieces of 
machinery. The Berkeley-Illinois-Maryland 
Millimeter Array telescope, for example, is 
located in Hat Creek, California, but the 
scientists who run it aren't there: they're in 
College Park, Maryland-and they run the 
instrumm via the network. It's hkely that as 
more facilities are designed to be operated 
this wav. research workers will be able to 
spend *re time on research and less time 
waiting in airporn. 

On a m d e r  level still. the network 
should m&e collaborations of a qualitatively 
new sort  possible. At a workshop last year at 
Rockefeller University, a p u p  of computer 
scientists, biologists, physicists, and engi- 
neers got together to discuss how new 
networlung and computing capabilites 
could be utilized to forge new types of 
collaboration. One area that they concluded 
will benefit from the new technology is the 
U.S. Global Change Research Program. SU- 
percomputer models, earth and satellite+ 
based sensors, dacabgses, and scientists will 
all need to send input to, and get output 
li-om, one another. There is no communica- 

tion system up to the task today, but large 
networks should go a long way to providmg 
the glue that will bind the project together. 

The network will also permit intemation- 
al collaborations to flourish In Israd, a 
country with chronically scarce resources for 
rrscarch but thousands of topd scien- 
tists, mearchers aggressively use network 
linkstostaypluggedintoresearchabroad. 
David Mirelman, a biophysics professor at 
the WeiPnann Institute in Rehovot, main- 
tains an active collaboration with Louis Dia- 
mond at the National Institute of Allergy 
and Infectious Diseases on the parasite Ent- 
amoeba histolytku-using the BlTNET net- 
work. 

These are all positive inlhences of the 
networkontheculturtofsci~butthacs 
also a dark side of the network culture-one 
that's already appeared. As more and p r e  
people gain access to the networks (anyone 
with "a piece of wet string or a carrier 
pigeon" can get d now, says Geof- 
frcy Goodfcllow of Anterior Technology), it 
becamcspracticallycertahthatitwillbe 
abused+ sopbisthted hackers likc Rob- 
en Morris ot computer criminals intent on 
th& or even international terrorism. 

'That's why this whok notion of hackers 
as guys who screw around in the network 
for the hell of it or to prove their manhood 
is really so goddam dangerous," says MU'S 
Liebhabcr. The hacker isn't a romantic fig- 
ure, according to Liebhaber, he's like some- 
one driving on the wrong side of the road. 
Wereallyneedtodevdopasetofcultunl 
and behavioral protocols for using the net- 
works." 

Huray imagines an even more dcstruceive 
soenario. What would the e&ct be, he 
muses, if terrorists got into a country's 
t r r a s u r y d a t a b a s e a n d ~ m e d t o ~  
all of the s k  into nines? What ransom 
would a country be w h g  to pay to avoid 
being plunged into economic chaos? Huny 
believes the day will come when entire aca- 
demic depammm are devoted to the o h -  
sive and defensive mategies of computer 
w*. 

All this may still seem a bit farfetched as 
the 1990s begm. Yet whatever the ultimate 

w n s e q m ,  there is general agremm 
that computer networks have become a 
technological juggemaut. The choice for the 
individual scientist is to grab W r  get run ' over.~etechno~ismoviqsoEdstthat 
itisreallyhardtotellwhatkindofcultural 
@es will Occur," says Huray. "All you 
canbesureofissomcthingbigisgoingto 
happen-" 8 JOSEPH PALCA 
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