
Observational Constraints on the Global 
Atmospheric C 0 2  Budget 

Observed atmospheric concentrations of C02  and data on 
the partial pressures of C02  in surface ocean waters are 
combined to identify globally significant sources and 
sinks of C02. The atmospheric data are compared with 
boundary layer concentrations calculated with the trans- 
port fields generated by a general circulation model 
(GCM) for specified source-sink distributions. In the 
model the observed north-south atmospheric concentra- 
tion gradient can be maintained only if sinks for C02  are 
greater in the Northern than in the Southern Hemi- 
sphere. The observed differences between the partial 
pressure of C02  in the surface waters of the Northern 
Hemisphere and the atmosphere are too small for the 
oceans to be the major sink of fossil fuel C02. Therefore, 
a large amount of the C02  is apparently absorbed on the 
continents by terrestrial ecosystems. 

R ISING ATMOSPHERIC C 0 2  CONCENTRATIONS ARE EXPECT- 

ed to lead to significant global climatic changes during the 
coming decades (1). After 30 years of measurements in the 

atnlosphere and the oceans, the global atmospheric C 0 2  budget is 
still surprisingly uncertain. An improved understanding of  the C 0 2  
cycle is essential to  predict the future rate of atmospheric C 0 2  
increase and to plan eventually for an international C 0 2  manage- 
ment strategy. 

Combustion of fossil fuels, the amount of  which is well docu- 
mented (Z), is a major contributor to  the observed concentration 
increase of C 0 2  in the atmosphere. The measured rise was about 
57% of the fossil fuel input from 1981 to 1987. Other sources may 
have also contributed to the rise, but the amount of C 0 2  released by 
changes in land use remains uncertain (3, 4), as is the response of 
terrestrial ecosystems t o  higher C 0 2  levels and t o  other climatic and 
environmental perturbations (5 ) .  Estimates of the uptake of C 0 2  by 
the oceans have been based entirely on  computational schemes of 
vanring complexity (6 ) ,  from "box" models to three-dimensional 
ocean circulation models (7). The "consensus" among these studies 
is that the oceans might be absorbing between 26 and 44% of the 
fossil C 0 2 .  This would leave no room for any significant net loss of 
C from terrestrial ecosystems, but instead would require net C 
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uptake on the land (except for the highest ocean uptake estimates) to  
balance the atmospheric C 0 2  budget (6,  7). 

The inorganic carbon chemistry that describes the ultimate uptake 
capacity of the oceans is well understood; however, the capacity of 
the oceans for uptake of C 0 2  also depends sensitively on their 
circulation dynamics and the biological processes in them. The 
atmosphere exchanges C 0 2  with the ocean surface layer, in which 
biological processes keep the partial pressure of C 0 2  (pC02) much 
lower than in deeper waters. High-latitude areas, where deep water 
outcrops at the sea surface during winter, are an exception. The high 
p C 0 2  in waters below about 300 m depth is attributed mainly to the 
downward transport of C, via gravitational settling of biogenic 
debris produced in the photic zone, and the slow vertical mixing rate 
of deep water. The models that have been used to estimate the 
uotakeAof CO? bv the oceans incor~orate  these oceanic features in - 2 

varying degrees and have been validated with observed distributions 
of tracers such as 2 2 2 ~ n ,  I4C, 3 ~ ,  c h l o r ~ f l u ~ r ~ c a r b o n ~  (CFCs), 
nutrient salts, and 02.  However, none of these tracers behaves 
exactly like C 0 2 .  Furthermore, in all models the circulation is 
assumed to be in steady state, and in many of them changes in 
biological processes and the seasonal nature of C uptake are not 
included. 

Measurements o f p C 0 2  in the surface waters and of total inorgan- 
ic carbon ( T C 0 2 )  dissolved in the oceans have not yet led to  a direct 
confirmation of the amount of fossil C 0 2  removed from the 
atmosphere by the oceans ( 8 ) ,  in part because the expected increases 
are small compared to the natural variation. For example, if half of 
the cumulative fossil fuel C 0 2  emitted since 1850 were distributed 
uniformly in the upper 1000 m of the oceans, T C 0 2  would have 
increased by only 1%. 

Any geographical distribution of C 0 2  sources and sinks is 
reflected in the spatial and temporal variations of C 0 2  concentration 
patterns in theA atmosphere.-Numerical models of atmospheric 
transport can simulate these patterns; they thereby allow us to  test 
hypotheses of the atmospheric C 0 2  budget (9, 10). With the use of 
nvo-dimensional models (latitude, height) the observed concentra- 
tion gradients in the atmospheric boundary layer can be inverted 
directly to  yield the net surface source as a function of latitude and 
time (1 1). In this article, we use three-dimensional (3-D) transport 
fields to simulate the global distribution of C 0 2  in response to  
specific assumptions about the strength and location of surface 
fluxes of C 0 2 .  Global C 0 2  budgets are constructed as linear - 
combinations of separate sources and sinks, including new estimates 
for the oceanic fluxes. The mean annual meridional gradient ob- 
served from 1981 to 1987 is then compared with the model values, 
calculated as the corresponding linear combinations of the distribu- 
tions generated separately for each source or sink, and thus used to 
select acceptable C 0 2  source-sink scenarios. 
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Atmospheric Observations 

The Geophysical Monitoring for Climatic Change (GMCC) 
division of the National Oceanic and Atmospheric Administration 
(NOAA) has been collecting air samples in flasks for C 0 2  analysis 
from more than 20 sites since 1980 (Table 1) (12). All flasks have 
been analyzed on the same nondispersive infrared analyzer in 
Boulder, Colorado, and referenced to the international manometric 
mole fraction scale (13) adopted for C 0 2  monitoring. The seasonal 
cycles of C 0 2  concentration observed at these sites have been used 
to estimate the seasonal net ecosystem production of the major 
terrestrial biomes of the world (10, 14). In this study we have used 
the average of the annual mean concentrations for 1981 to 1987 
(Table 1 and Fig. 1). We have not used the data from all of the 
GMCC sites. Records from Niwot Ridge, Colorado, as well as 
Mauna Loa Observatory, Hawaii, were not used because mountain- 
ous terrain is not resolved well in the transport model. Specifically, 
we do not know what effective model height to assign to these sites. 
At some other sites, such as Cape Meares, Oregon, the data are too 
noisy to extract annual averages with sufficient confidence. The data 
yield a large-scale meridional gradient that corresponds closely to 
those obtained by other atnlospheric C 0 2  monitoring programs 
(14, 15). 

were divided into 2" by 2" "pixels", and the mean ApC02 value for 
each pixel was computed separately for two seasonal periods, 
January through April and July through October (18) (Fig. 3). To 
estimate the global distribution of ApC02 during each of the two 
seasonal periods, we extrapolated the observed values into regions 
where observations were laclung using relations between water 
temperature and surface water pC02  observed in various oceano- 
graphic regimes (19). 

The net C 0 2  flux (F) across the air-sea interface was computed 
from 

where E is the gas transfer coefficient, Vp is the gas transfer piston 
velocity, and S is the solubility of C 0 2  in seawater; V p  depends on 
turbulence in both media and hence on the wind speed, W. Because 
the effects of temperature on V p  and S nearly cancel each other, E is 
mainly a function of wind speed alone. Measurements of V p  made 
under various wind regimes in the field and in wind tunnels show 
that V p  is nearly zero for W < 3 m s-'. They also show a wide range 
of variation (about a factor of 2) in Vp for W.> 3 m s-I, the cause 
of which is not clearly understood. For W > 3 m s-' (the wind 
speed at 10 m above the sea surface), we adopted the relation (20) 

E(mo1es of C 0 2  mP2 p,attn-') = 0.016 [W(m s-') - 31 

Oceanic Observations and C 0 2  Flux Estimates (2) 

The observed pC02  difference (ApC02) between the surface 
ocean and the atmosphere represents the thermodynamic driving 
potential for transfer of C 0 2  gas across the sea surface and includes 
Implicitly the combined effects of all the processes that influence the 
C 0 2  distribution in the oceans and atmosphere. We have analyzed 
measurements of ApC02 obtained from 1972 to 1989 (16) (Fig. 2). - 
El Niiio events, occurring irregularly every few years, reduce the 
COz flux from the Eastern and Central Equatorial Pacific waters to 
virtually zero (17), but the equatorial measurements during the 
1982-1983 and 1986-1987 events have been excluded. The oceans 

whereas E is taken to be zero for W < 3 m s-I. This relation yields 
V,, values slightly lower than the upper limit of the wind-tunnel data 
(21). For comparison, Liss and Merlivat [(22), see also (23)], using 
results of experiments in wind tunnels and in the field (24), chose 
values about one half of our values. If their values are adopted, the 
resulting C 0 2  transfer flux would be halved for a given value of 
ApC02. 

We calculated monthly values of E for every 2" by 2" pixel using 
Eq. 2 and monthly climatological wind speeds compiled by Esben- 
sen and Kushnir (25). The resulting annual mean global value for E 

Table 1. Annual average concentrations of CO, above 300 ppmv (by 1987 and that year. In order to avoid biasing the global averages by the 
volume) in dry air. Years for which the data quality was deemed insufficient addition or omission of stations, the averages were calculated from third- 
have been omitted (dashes), and the lack of an ongoing program is indicated degree polynomial curve fits to the available yearly data. The reported SD is a 
by blanks. For the calculation of the 1981 to 1987 average, all years were measure of the variability of the annual averages at each station after 
first normalized to 1987 by adding the globally averaged difference between normalization to 1987. 

Name Code Location 1981 1982 1983 1984 1985 1986 1987 Average SD 

South Pole 
Halley Bay 
Palmer Station 
Cape Grim 
Amsterdam Island 
Samoa 
Ascension Island 
Seychelles 
Christmas Island 
Guam 
Virgin Island 
Cape Kumukahi 
Key Biscayne 
Midway 
Azores 
Shemya Island 
Cold Bay 
Station " M  
Point Barrow 
Mould Bay 
Alert 
Global average 

SPO 
HBA 
PSA 
CGO 
AMS 
SMO 
ASC 
SEY 
CHR 
GMI 
AVI 
KUM 
KEY 
MID 
AZR 
SHM 
CB A 
STM 
BRW 
MBC 
ALT 



Table 2. Estimates of sea-to-air CO, flu (Gt of C per year) based on the the ApCO, and the winds has been taken into account. The north Indian 
compilation of ApCO, in microatmospheres in various oceans (Fig. 3) and Ocean is included in the equatorial oceans. Extrapolation of ApCO, into 
transfer coefficients depending on wind speeds (see text). The seasonality of ocean areas with no measurements is based on water temperatures (19). 

Ocean Location 
Januan to April July to October Annual mean 

APCO, Flux APc02 Flux ADCO, Flux 

Atlantic subarctic >50"N; 90"W to 20°E - 22 -0.15 -53 -0.31 -37 -0.23 
Atlantic gyre 15"N to 50°N; 90°W to 20"E -29 -0.58 - 1 -0.02 - 15 -0.30 
North Pacific >15"N; 11 WE to 90"W -11 -0.44 14 0.33 2 -0.06 
Equatorial 15"s to 15"N; 180"W to 180°E 37  1.56 28 1.69 33 1.62 
Southern gyres 50"s to 15"s; 180°W to 180"E - 9 - 1.46 -25 -3.31 - 17 -2.39 
Antarctic 

Global 

is 0.067 mol of C 0 2  m-2 year-' which is consistent with 
the global mean C 0 2  gas exchange rate of 20 i- 3 mol of C 0 2  mP2 
year-', based on the distribution of 14C02 in the atmosphere and 
oceans (21) (hence Eq. 2 is "empirical"). The ocean fluxes were 
calculated from the seasonal ApC02 maps (Fig. 31, Eq. 2, and the 
monthly climatological winds (25) (Table 2). This analysis gave a 
net C 0 2  uptake of 1.6 Gt of C per year (1 Gt equals 10'' g), which 
corresponds to about 30% of the current rate of fossil fuel 
emissions. 

A rigorous error analysis for this estimate cannot be made at this 
time, but most of the uncertainty is attributed to the sparsity of data 
in the South Pacific and South Indian oceans. In the North Pacific 
Ocean, where 26 trans-Pacific transects have been made during 
various seasons from 1984 to 1989, the uncertainty in ApC02 due 
to the finite number of samples can be estimated. We removed an 
east-west transect data set (about 40 values) and computed pixel 
values using the remaining data (about 260 values for a seasonal 
map), after which we compared the values on the computed map 
with the removed transect. This comparison was made for three 
separate data sets, representing transects across the northern high- 
latitude areas in summer and winter, respectively, and one across the 
mid-latitudes during the winter. The root-mean-square difference 
between individual computed and measured values was 8 Faun, 
whereas the mean difference was about 1 Pam.  This result suggests 
good consistency between the transects and only minor statistical 
sampling errors in this ocean basin, but does not address possible 
systematic errors. A systematic error of 1 Faun in the annual average 
ApC02 would lead to a total flux error of about 0.07 Gt of C per 
year for the Arctic, North Atlantic, and North Pacific oceans 
combined. On the other hand, the same error in ApC02 for the 
Southern Hemisphere oceans (south of 1O0S) would cause an error 
in the net flux of about 0.15 Gt of C per year, mainly because of the 
greater area. 

Transport Modeling with Surface Sources 
and Sinks 

We used a global 3-D atmospheric tracer model derived from the 
general circulation model (GCM) developed at Goddard Institute 
for Space Studies (GISS) of the National Aeronautics and Space 
Administration (26) to model the distribution of C 0 2  in the 
atmosphere. The 3-D model is fully seasonal in terms of its transport 
and mixing characteristics (including parameterized difision) as 
well as in the sources and sinks of C02.  The parent GCM has diurnal 
and seasonal cycles, and four hourly mass fluxes, as well as monthly 
averaged convective frequencies, were saved for the tracer transport 
model. In addition to producing realistic simulations of the large- 
scale features of the general circulation of the atmosphere, the GCM 

transport fields have been validated by the simulation of inert tracers 
(27). For tracers with Northern Hemisphere mid-latitude sources, 
the interhemispheric exchange time has been adjusted via a subgrid 
dihsion parameterization to 1.0 year, intermediate between what is 
needed to match the observed north-south distributions of CFCs 
and "Kr (exchange times of 0.9 and 1.1 years, respectively). 

Two-dimensional models based on transport coefficients derived 
(28) from the GCM developed at the Geophysical Fluid Dynamics 
Laboratory (GFDL) have an interhemispheric exchange time for 
8 5 ~ r  (11) nearly identical to that in the GISS model. An indepen- 
dent 3-D transport model based on analyzed winds, as obtained by 
the European Center for Medium Range Weather Forecasting, 
together with a convective vertical mixing scheme, gives an inter- 
hemispheric transport time for " ~ r  of 1.39 years (29). The calculat- 
ed vertically and hemispherically averaged difference between the 
hemispheres for the fossil fuel source by the GISS model is the same 
as that derived for a simple atmospheric two-box model with an 

Sine of latitude 
Fig. 1. Obsenred atmospheric CO, concentrations at the sites of the 
NOANGMCC flask nenvork. The three-letter station codes are explained in 
Table 1. The error bars represent 1 SD of the annual averages at each site 
after adjustment to 1987. Curve (a) is a least-squares cubic polynomial fit to 
the data. The residual SD ofthe points with respect to the curve is 0.39 ppm. 
The concentration distributions at the NOAAIGMCC sites have also been 
calculated with the NASNGISS GCM transport fields. Other cunres are 
polynomial fits to the calculated CO, distributions (not shown) with fossil 
fuel emissions, seasonal vegetation (no net annual source or sink), tropical 
deforestation of 0.3 Gt of C per pear, and three different cases of ocean 
uptake: (c), the compilation of C 0 2  uptake based on the ApCO, data (Table 
2) and our empirical transfer coefficients; (b), CO, uptake based on the same 
ApC02 map, but calculated with the Liss-Merlivat (22) relation for air-sea 
exchange; (d), an earlier estimate of ocean uptake (21) totaling 2.6 Gt of C 
per pear. 
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interhemisphetic exchange time of 1 year. Also, our nwdhmwbn- 
a1 modd b a d  on the transport derived finnn the GFDL GCM gave 
a virtually identical d t  

The GISS transport d has been used to simulate the e 5 h s  of 
seasonal exchange with the tcmstrial biosphere (30). The 

Flg.z'nledlmbWm . .  . of -ts of since 1972. Whae 
obsavPions wac made quasi-continuously, the have been avaagcd 
ava20mtervalsinbngiaadcaadLtitudc,andcrhofthcscirurnnlsis 
'cprrscmcdbyasingLdotonthemap. 

modeiedannualdtionsaresimilartothoseobsavodatthe 
surface sampling sites, as well as to those found in aimaft data b m  
Scadhavia, Japan, Ausa;llia (Fig. 4), and h m  various latitudes in 
the Norrhem Hemisphere at 500 and 700 mbar (31). 

Thecovarianceofscaswallransportandscaswalasou~cs 
and sinks may lead to annuaUy averaged concentration difu-ences 
betweendi&rentsites,bothinthemodelandintheatmosphere, 
even in the absence of net annual saurces: If transport is less 
vigorous during the season when a surface region is a source rather 
than when it is a sink, a positive net annual concentration anomaIy 
will d t  W1th purcly stasooal annually balanced sources, the GISS 
3-D d calculates annual mean concentraths for the GMCC 
sites in the Northern Hanisphcrc that are on average 0.25 ppm 
higher than br the sites in the Southern Hemisphere, whereas a 2-D 
d (11) gives a diihmcc of only 0.05 ppm. There arc no 
indepcndcnrtncastovalidattthisaspectofthemodcls.Themost 
important reason fbr the diihmcc is the summer-to-winter variabil- 
ity of vertical con& mixing at high latiaadcs. The greater 
vertical stability in winter would t e d  to keep the respired 
dosatothegrwnd,whichwouldrrsuitinhighcrannualaveragc 
d c e  concentrations in the N o h  Hemisphere. 

We used the 3-D model to test hypothcscs about global 
bdgers, consamxed as linear combinations ofsepame source-sink 

Fb. a obsavcd dgC02 (in mi- 
aoranospbacs) bem- nlt-hx 
.rmmsofthcomnrd~rrmo- 

?F= duringtwr,dpaiods, 
( )J=llvythroughAprild(B) Cy=&-h~ 
savntions nndc sincc 1972 (Fig. 2) 
and~thcmandistribu- 
tionsdu1ingthcpast16ycarqe~- 
thdiDgthcElNiibconditionsin 
t hccqua tor ia lPr i f i cho f i r c  
cora m indiarcd m light gny. 



patterns. We nrst calculated the C 0 2  distribution for each source 
separately by running the model with that source for 3 years, during 
which the annual average concentration gradients became stabilized. 
The COz distributions computed for the last year of the simulations 
were used in our analyses. As a sign convention, fluxes into the 
atmosphere (sources) are positive, flwes from the atmosphere 
(sinks) negative. For any hypothesized global budget to be accept- 
able, it must satisfj nvo observational criteria: first, the total 
atmospheric inventory must increase by 3.0 Gt of C per year 
(corresponding to 1.4 ppm per year), and second, the correspond- 
ing linear combination of the modeled response distributions must 
reasonably resemble the observed atmospheric concentration differ- 
ences at the stations. 

The residuals, departures of the modeled annual average C 0 2  
concentrations from those observed at the GMCC sites, were fit 
with a third-order polynomial and with a straight line. In this way 
we were looking for consistent patterns of disagreement between 
the model and the data, because we did not want to adjust sources 
solely on the basis of discrepancies at single points. A source 
scenario is considered not plausible if the slope of the linear fit or 
any structure in the polynomial fit is statistically significant. The 
linear slope constraint requires that the strength of extratropical 
sources and sinks in the Northern relative to those in the Southern 
Hemisphere be determined to within about 0.2 Gt of C per year. 

A Test of Some Current Views of the 
C02 Budget 

The geographical distribution of fossil fuel combustion (32) was 
combined with several global compilations of C 0 2  exchange with 
the oceans and the terrestrial biosphere. The fossil fuel source was 
5.3 Gt of C per year, typical of that from 1980 to 1987, when the 
global fossil fuel consumption remained fairly constant. Seasonal 
exchange with the terrestrial biosphere (30) was included although it 
does not affect the global budget. Tropical deforestation was 
assumed to be a source of 0.3 Gt of C per year, at the low end of the 

(22); this scenario results in a total ocean uptake of only 0.8 Gt of C 
per year, in which case an extra sink of 1.8 Gt of C per year is 
required. In the third, we set the global net ocean sink to 2.6 Gt of C 
per year (21), thus balancing the budget. 

The simulated difference in atmospheric C 0 2  between the north 
and south poles resulting exclusively from fossil fuel combustion 
without any C 0 2  sinks was 4.4 ppm. The uncertainty in the C 0 2  
production from fossil file1 combustion is estimated to be benveen 6 
and 10% (33), and about 5% (34) of the fuel carbon is only partially 
oxidized to CO during combustion. This CO is oxidized in the 
atmosphere by reaction with O H  radicals, which are concentrated at 
lower latitudes. This effect is neglected in the scenario, so that the 
calculated pole-to-pole gradient for fossil fuel combustion alone 
could be benveen 3.8 to 4.6 ppm. The seasonal terrestrial C 0 2  
exchange and tropical deforestation together are calculated to add 
another 0.6 ppm to the pole-to-pole gradient. The inclusion of the 
oceanic sink, acting strongly in the Southern Hemisphere, resulted 
in a meridional gradient between both poles of 5.7 to 7.3 ppm, 
depending on the ocean scenario. These values are contradicted in all 

- .  
release estimates. Three ocean estimates were tested. In the first, our , , I I , ~  I I , !  I . ,  1 1 1 1  

J F M A M J J A S O N D J F M A M J J A S O N D  
ocean data analysis presented above (Table 2) was used, and in this 

Month Month 
case an additional C 0 2  sink of 1 Gt of C per year is required to 

Fig. 4. Comparison of the observed (31) (solid line) and GISS-model the budget the atmospheric increase is 3.0 calculated (30) (dashed line) annual cycle of C 0 2  a: different altitudes in the 
Gt of C per year. In the second, the ApC02 values were combined troposphere over (A) Scandinavia ( 6 7 5 ,  20°E) and (B) Bass Strait (40°S, 
with the air-sea transfer coefficients proposed by Liss and Merlivat 150°E). 

Table 3. Four modeled scenarios of the global atmospheric cycle. Fluxes are terrestrial biosphere have been postulated, uptake by the oceans is adjusted 
in units of gigatons of C per year and ApCO, is in microatmospheres. The to minimize the S D  (in parts per million, last line) of the residual differences 
terrestrial sources and sinks correspond to the basis functions: (i) tropical benveen the observed and calculated atmospheric C 0 2  concentrations. The 
deforestation, (ii) carbon sequestering by temperate ecosystems, and (iii) required annual average ApC02 is estimated for ocean basins with empirical 
C 0 2  fertilization (see text). Fossil fuel combustio~l and the seasonality of the air-sea gas transfer coefficients. 
terrestrial biosphere is included in all cases. After fluxes to  and from the 

Source or sink Scenario 1, Scenario 2, Scenario 3, Scenario 4, 
flux ApC02 flux ApCO, flux ApCO, flux ApC02 

Tropical deforestation 
Temperate ecosystem uptake 
C 0 2  fertilization 

Total terrestr~al 
North Atlant~c (>5O0N) 
North Atlant~c =re (15" to 50"N) 
North Pacific gyre (>1S0N) 
Equatorla1 (15"s to 15%) 
Comb~ned southern p r e s  (15" to  50%) 
Antarct~c (>50°S) 

Total oceans 
SD of residuals 
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cases by the atmospheric data (Fig. 1) which exhibit a difference of 
only 3.0 ppm. What is wrong? In order to decrease the modeled 
gradient due to the fossil fuel source alone, either the extratropical 
net sink in the Northern Hemisphere must be larger than in the 
Southern Hemisphere, or there is a serious problem with the 
simulations of aunospheric transport in the GCM. 

The annually averaged interhemispheric transport in the GCM is 
constrained by the 8 5 ~ r  and CFC calibrations, and we estimate that 
this part of the uncertainty in the calculated pole-to-pole concentra- 
tion gradient is 10% or less. The behavior of the seasonal cycle of 
C 0 2  as a hnction of altitude is well represented by the model (30, 
31) in the few places where data are available. Inverse calculations 
with two-dimensional transport models (1 1) have similarly shown 
that the sink of C 0 2  needs to be substantially larger in the Northern 
Hemisphere than in the Southern Hemisphere. As the peak-to- 
trough amplitude of the mean Northern Hemisphere C 0 2  annual 
cycle is about 8 ppm, it is unlikely that covariation of this seasonal 
source and seasonal transport could produce a north-south counter- 
gradient as large as 3 to 4 ppm to allow the southern oceans to be 
the dominant sink of fossil fuel C02 .  Therefore, the presence of a 
large sink of C in the Northern Hemisphere is a more likely cause for 
the discrepancy than problems with the model transport. 

C 0 2  Patterns from Single Source Regions 
Before we discuss C 0 2  source-sink scenarios, that is, linear 

combinations of sources and sinks that satisfy the two constraints, 
we describe the series of "basis" sources and simulations of the 
corresponding C 0 2  response distributions made with the 3-D 
model. Atmospheric C 0 2  patterns were calculated separately for 
eight oceanic source regions: the equatorial oceans between 15"N 
and 15"S, the North Pacific gyre north of 15"N, the North Atlantic 
north of 50°N, the North Atlantic gyre between 15"N and 50"N, the 
South Atlantic, South Pacific and Indian ocean gyres each between 
15"s and 50°S, and the Antarctic Ocean south of 50"s. In each of 
these cases the source was assumed, as a first approximation, to be 
constant in time and uniformly distributed in its respective area. The 
resulting concentration patterns were as expected: for example, if 
there is a C 0 2  source of 1 Gt of C per year in the North Atlantic 
gyre, the C 0 2  concentrations at AZR, KEY, and AVI (Table 1) 
stand out from values at Pacific stations at similar latitudes by about 
0.6 ppm. To reduce the number of independent variables, we 
assumed that the fluxes were proportional to area in the three 
southern ocean gyres, and we held the equatorial ocean source fixed 
at 1 Gt of C per year (21). We then had five ocean areas left as 
variables, the North Atlantic, the two north temperate gyres, the 
combined southern gyres, and the waters around htarctica. 

We considered four "basis functions" of net annual C 0 2  exchange 
with the terrestrial biosphere: (i) net release due to deforestation in 
the tropics (3); (ii) C sequestering by temperate ecosystems; (iii) 
storage of C by high latitude boreal ecosystems; (iv) and a hypo- 
thetical sink due to enhanced net photosynthesis, which is referred 
to as COz fertilization. For the second basis function, the C sink was 
uniformly distributed among locations associated with cold-decidu- 
ous forests (13 x lo6 krn2); similarly for the third, the sink was 
distributed among evergreen needle-leaved forests and woodlands 
(12 x lo6 km2) and tundra (7 x lo6 km2). Carbon sequestering in 
these regions may be through processes such as reforestation (35) or 
accumulation of organic matter in soils. For the fourth sink, we 
assumed that the net fertilization is proportional to net primary 
productivity (NPP); thus, this sink is intense in tropical regions 
because of their high NPP (36). A global fertilization effect of 1 Gt 
of C per year, for example, would represent an increase of only 2% 

Sine of latitude 

Fig. 5. Results of model calculations (scenario 1, Table 3) of the atmospher~c 
C 0 2  concentrations at the GMCC sites (squares.and dashed curve) are 
compared with the obsenred concentrations (circles and solid curve). All 
values are relative to  the global mean. The cunres are least-squares cubic 
poly~lomial fits; the d~fferences between the cunres are not statistically 
s~gnificant. 

of NPP if ecosystem respiration remained the same. This amount is 
easily within the uncertainties of global NPP estimates (36). 

In the simulations we took into account the covariance of the 
annually balanced seasonal C 0 2  exchange (30) with terrestrial plants 
(no net annual flux) and the seasonality of the transport as a separate 
"basis" source scenario. The inclusion of this scenario significantly 
improved the comparison between the modeled and the observed 
concentrations with respect to the longitudinal variability. 

Adjustment of Oceanic Uptake to Terrestrial 
Scenarios 

After we specified a priori certain combinations of gain and loss of 
C on the continents, uptake by the oceans was adjusted in each case 
until satisfactory agreement with the atmospheric observations was 
obtained. The four scenarios (Table 3 and Fig. 5) all fit the 
atmospheric observations equally well; these data by themselves do 
not permit us to determine whether any one is more likely. In fitting 
the data, we could, to a limited extent, trade off uptake of C by 
terrestrial ecosystems against uptake by the oceans, for example, 
boreal forest and tundra ecosystems against the North Atlantic. 
Monitoring techniques need to be developed for and extended to 
the continental interiors to preclude such freedom in modeling and 
to pinpoint the source-sink distributions much more definitively. 

The disagreement with Table 2 for the uptake of C 0 2  by the 
southern oceans stems mainly from the limited number of ApCOz 
observations in the high-latitude waters near Antarctica. The atmo- 
spheric data seem to indicate that there is a C 0 2  source in the waters 
around Antarctica. This estimate for the Antarctic waters rests on 
the concentration difference between HBA and PSA on the one 
hand and SPO, CGO, and AMS on the other hand (Fig. 1). Recent 
oceanographic measurements (37) appear to have provided some 
confirmation for the presence of a C 0 2  source (Fig. 3B). 

Atmospheric C 0 2  concentrations at AVI, KEY, and AZR (Table 
1) in the Atlantic relative to KUM and MID in the Pacific suggest 
that the average pC02  of the North Pacific should be higher than 
the North Atlantic. The ApC02 observations confirm this (Fig. 3). 
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All of the scenarios (Table 3), however, are equally unrealistic 
because the mean annual ApC02 required for the Northern Hemi- 
sphere oceans is much greater than observed (Fig. 3). The discrep- 
ancy is much larger than can be explained by the uncertainty in the 
ApC02 data. Use of the gas exchange rates of Liss and Merlivat (22) 
would double this discrepancy. 

Adjustment of Terrestrial Exchange to 
Observed ApC02 

Because of the conflict of the ApC02 required by the foregoing 
scenarios and the observed ApC02 of the northern oceans, we 
constructed several scenarios in which C 0 2  Awes in better known 
oceanic regions were kept fixed (with linear interpolation for the 
intervening months), namely uptake by the northern oceans and 
C 0 2  outgassing from the equatorial oceans (Table 2). Exchange 
with the terrestrial ecosystems and with the southern oceans was 
varied to produce agreement with the atmospheric data. 

Several types of scenarios (four are presented in Table 4) all 
agreed about equally well with the atmospheric data. The constraint 
of the observed north-south gradient imposes two important com- 
mon features. First, a large terrestrial sink at northern temperate 
latitudes is necessary, and second, total C 0 2  uptake by the oceans is 
considerably less than uptake by terrestrial systems. The total 
terrestrial sink at high northern and temperate latitudes (including 
its share of the global C 0 2  fertilization) varies between 2.0 and 2.7 
Gt of C per year in the four scenarios. The sum of the temperate and 
high-latitude sources and sinks is tightly constrained, but the two 
can be traded off against one another to some extent. However, a 
large temperate sink requires a smaller high-latitude source to 
prevent the modeled C 0 2  concentration at arctic sites from becom- 
ing too low. 

The following scenarios were unsuccessful: The additional ab- 
sorption of more than a few tenths of a gigaton of C by high latitude 
ecosystems or the Arctic Ocean resulted in predicted concentrations 
for the five northernmost stations that were too low. Balancing the 
global budget by uptake via C 0 2  fertilization proportional to NPP 
(and no tropical deforestation) left the concentrations at equatorial 
latitudes too low; half of the NPP takes place in the tropics, so that 
the area would in that case act as a net sink for C02 .  

Table 4. Four modeled scenarios of the global atmospheric C cycle in which 
uptake by the northern and equatorial oceans is held fixed. Fluxes are in units 
of Gt of C per year. Equatorial ocean outgassing is lower than in Table 2 by 
0.32 Gt of C per year to take into account El Niiio episodes occurring about 
once every 4 years. After the rate of tropical deforestation has been 
postulated, C 0 2  exchange with terrestrial ecosystems and the southern 
oceans is varied (indicated by asterisk) to produce agreement with the 

The modeled C 0 2  gradients are not very sensitive to the magni- 
tude of tropical deforestation because the GMCC sites are remote 
from deforestation activities and the released C 0 2  is dispersed 
rapidly via vigorous vertical mixing. If the release of C 0 2  from 
tropical forest destruction is balanced by the fertilization effect, half 
of the extra C 0 2  is taken up in the tropics themselves, and thus 
smaller amounts of carbon uptake are required at temperate latitudes 
in both hemispheres. A large amount of tropical deforestation 
(scenario 8, Table 4) can only be accommodated if C 0 2  fertilization 
is a strong sink, so that the modeled tropical COz concentrations do 
not become significantly larger than those observed. 

We have not included in the simulations the atmospheric oxida- 
tion of CO, which produces a total of 0.85 * 0.25 Gt of C per year 
of C 0 2  (34). Simulations with a two-dimensional model of a 
latitudinal and seasonal distribution of CO oxidation totaling 1 Gt 
of C per year globally (38) suggest that a broad maximum in C 0 2  
concentrations forms at 30°N that decreases by 0.3 ppm toward the 
South Pole and by 0.15 ppm toward the North Pole. The inclusion 
of this process would have reinforced the need for a northern mid- 
latitude sink. As a related problem, a small part of the terrestrial sink 
for C 0 2  that we infer will not contribute t0.C storage on the land 
because C is recycled by the biosphere into reduced volatile com- 
pounds that are oxidized, often via CO, to C 0 2  in the atmosphere. 

Conclusions 
From 1981 to 1987 atmospheric C 0 2  increased at an average rate 

of 3.0 Gt of C per year. The release of C 0 2  from fossil fuel burning 
(5.3 Gt of C per year) and land use modification (0.4 to 2.6 Gt of C 
per year) is being partially balanced by the uptake of C 0 2  by the 
oceans and by terrestrial ecosystems. Observations and simulations 
of the meridional gradient of C 0 2  in the atmosphere suggest that 
these sinks are larger in the Northern Hemisphere than in the 
Southern Hemisphere. 

The atmosphe;ic gradient constrains the combined uptake by the 
southern ocean gyres and Antarctic waters to be from 0.6 to 1.4 Gt 
of C per year. In consideration of the large data base of seasonal 
ApC02 measurements in the surface waters of the Northern Hemi- 
sphere, the uncertainties in ApC02 are most likely not large enough 
to accommodate-the values of C removal required without a large 

atmospheric observations. The estimates of uptake by the oceans are based 
on observed seasonal ApC02 values, monthly climatological winds and two 
sets of air-sea gas transfer coefficients, our empirical relation (Emp), and the 
Liss-Merlivat (22) relation (LM). In the latter case the equatorial oceanic 
source is smaller, so that less uptake is required at temperate latitudes in both 
hemispheres to balance the budget. 

Scenario 5 Scenario 6 Scenario 7 Scenario 8 
Source or sink 

 em^ LM  em^ LM  em^ LM  em^ LM 

Tropical deforestation 0.0 0.0 1.0 1.0 1.0 1.0 2.5 2.5 
C 0 2  fertilization* 0.0 0.0 0.0 0.0 -1.0 - 1.0 -3.0 -3.0 
Temperate uptake* -2.0 -2.0 -3.0 -2.9 -2.3 -2.0 -1.9 -1.9 
Boreal source* 0.0 0.0 0.4 0.4 0.4 0.2 0.7 0.7 - - - - - - - - 

Total terrestrial -2.0 -2.0 -1.6 -1.5 -1.9 - 1.8 -1.7 -1.7 
Arctic and sub-arctic (>50"N) -0.23 -0.12 -0.23 -0.12 -0.23 -0.12 -0.23 -0.12 
Combined northern gyres (15"N to 50"N) -0.36 -0.18 -0.36 -0.18 -0.36 -0.18 -0.36 -0.18 
Equatorial (15"s to 15"N) 1.30 0.65 1.30 0.65 1.30 0.65 1.30 0.65 
Combined southern gyres* (50"s to 50"s) - 1.5 -1.1 -1.9 -1.6 -1.6 - 1.3 - 1.8 - 1.4 
Antarctic (>50°S) 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 - - - - - - - - 

Total oceans -0.3 -0.3 -0.7 -0.8 -0.4 -0.5 -0.6 -0.6 
SD of residuals (ppm) 0.26 0.28 0.27 0.29 0.27 0.28 0.28 0.29 
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terrestrial sink. We infer that the global ocean sink is at most 1 Gt of 
C per year. Our analysis thus suggests that there must be a terrestrial 
sink at temperate latitudes to balance the carbon budget and to 
match the north-south gradient of atmospheric C 0 2 .  The mecha- 
nism of this C sink is unknown; its magnitude appears to be as large 
as 2.0 to 3.4 Gt of C per year, depending on the sources in the 
tropical and the boreal and tundra regions. 

The global C cycle is not well understood. Unraveling the 
contemporan C 0 2  cycle and the development of future mitigation 
strategies requires a concerted measurement program to determine 
the seasonal fluxes of C 0 2  between the atmosphere, land, and 
oceans. Our hypothesis suggests that amually averaged ApC02 
values in the combined southern oceans are small negative values. 
Collection of data on air-sea exchange of C 0 2  in these areas in all 
seasons should be given high priority. Understanding the role of the 
land in the C budget must include a reanalysis of the contribution of 
mid-latitude reforestation as well as studies of the feedbacks between 
ecosystem hnctioning, climate, and atmospheric composition. 

The atmosphere integrates the fluxes from all sources and sinks. It 
thus contains the large-scale signatures of C 0 2  source areas that are 
often highly variable, and therefore hard to measure, on smaller 
scales. Data from the present international network of C 0 2  moni- 
toring sites, located almost exclusively in oceanic areas, camot be 
used to resolve longitudinal gradients, and thus identification of the 
important source -sink areas is currently difficult. In addition, high- 
precision measurements of the large-scale variations of 13c/12c 
ratios in C 0 2  and the concentration of atmospheric O2  are needed 
to untangle the contributions of the land and oceans. 
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