
All-Optical Nonlinearities in Organics 

Recognition that organic solids possess some of the 
largest all-optical nonlinearities of all known materials 
has resulted in an interdisciplinary effort directed at both 
the basic understanding and exploitation of these effects. 
Parallel efforts on inorganic semiconductors have already 
reached a mature stage whereby the origin of the effects, 
together with the prospects for device applications, are 
well known and appreciated. In this article, a unified 
picture of nonlinear optical phenomena in both classes of 
materials is presented. The specific implications for or- 
ganic-based optical devices are discussed. 

W ITH THE ADVENT OF LASERS AND THE CONSEQUENT 

availability of high-intensity monochromatic light, the 
new field of "nonlinear optics" was born (1). A wealth of 

phenomena pertaining to the interaction of light with matter quickly 
emerged (2, 3). From the point of view of the general scientific 
community, however, the distinction between the fields of "optics" 
and "nonlinear optics" has been an unfortunate one. Where optics is 
a subject well appreciated and easily imagined, nonlinear optics 
carries an aura of conceptual obtuseness and mathematical intricacy. 
The wealth of phenomena has created this aura, and it is the purpose 
of this paper to, in a limited and somewhat pragmatic fashion, point 
out the forest for the trees. 

The age of optical telecommunications has begun, and we ask 
which, if any, nonlinear optical effects are likely to play a role. At 
present, the well-established technology is one in which digital 
electrical signals are converted into pulses of light by rapidly turning 
semiconductor lasers on and off. The resultant optical data stream is 
launched down optical fibers and received by a solid-state detector at 
the other end, at which point the optical bit stream is reconverted to 
digital electrical impulses. Subsequent switching and signal process- 
ing is, by and large, performed by conventional electronic means. 
Optical telecommunications today therefore really refers to optical 
data transmission, with the realization that transmission is only one 
part of an overall telecommunication system. 

A logical next step in the development of an optical telecommuni- 
cation system would be to provide a direct means of switching 
optical data lines without conversion back to electronic pulses. The 
control signals for such a switch could initially be electrical, and 
ultimately optical. It is these "all-optical" devices, and the phenome- 
na on which they are based, that many consider to be both the most 
experimentally challenging and potentially the most technologically 
revolutionary. 

All-optical devices rely on nonlinear optical materials. For the 
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purposes of the present discussion we define a nonlinear optical 
material as any material that changes any of its optical properties 
when light is shined upon it. We quantify these changes by 
examining the behavior of the optical constants upon photoexcita- 
tion. These constants describe the optical response of a material and 
are most familiar as the frequency-dependent absorption coefficient 
(Y and refractive index n. Usually such devices are interferometric in 
design, a configuration in which small changes An in refractive index 
can lead to large changes at the output of the device. 

It is important to make the distinction between "resonant" and 
"nonresonant" nonlinear optical effects (4). Resonant effects are 
large and are the direct result of elementary excitations created in a 
material by the absorption of incident light. Excitations so created 
are considered "real" in the sense that they have a lifetime and result 
in the permanent scattering of energy out of the light field and into 
the material. Nonresonant nonlinear optical effects are small and 
differ in that elementary excitations are created only "virtually" and 
hence no light is absorbed. They result from the spontaneous 
distortion of the electronic wavefunctions in the presence of the laser 
field. Once the field is turned off, the electrons revert to their 
unperturbed configuration. Nonresonant response times are neces- 
sarily short. 

By the mid-1970s, it was recognized that solids composed of 
certain types of organic molecules exhibit anomalously large nonres- 
onant nonlinear optical properties (5 ) .  The prospect of incorpo- 
ration of these materials in a new class of all-optical devices was an 
exciting one that attracted many researchers. Almost 20 years later, 
very little tangible progress toward this goal has been realized. In 
what follows, we discuss the basic physical principles governing the 
all-optical nonlinear effects in the organics and draw conclusions 
pertaining to the ultimate use of such effects and materials. 

The Approach 
Recent progress in nonlinear optical phenomenology applied to 

inorganic semiconductors has prompted us to adopt a similar 
formalism for optical nonlinearity in the organics. Over the years, 
great effort has been directed toward the development.and under- 
standing of nonlinear optical materials. Two parallel yet largely 
noninteracting communities have individually concentrated on or- 
ganic and inorganic materials. A major goal of our work has been to 
unify these two fields with one simple theoretical model, discuss 
how the materials differ or are alike in their nonlinear optical 
properties, and appraise their device potential in the context of this 
unified picture. We are confident that this approach will be success- 
ful, because we believe that the same basic quantum mechanical 
picture should be able to describe all solids, whether the solid be 
comprised of gallium and arsenic, or carbon, nitrogen, and hydro- 
gen. 
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In what are now classic investigations, accurate quantitative 
measurements performed on high-quality GaAs samples recorded 
the change in optical constants in response to an incident light field 
(6). This work explored both the response of bulk samples and, 
more recently, the response of reduced dimensional or quantum 
confined structures. A simple theory, based on an "exclusion 
principle," capable of quantitatively predicting saturation of optical 
transitions in response to either resonant or nonresonant incident 
radiation, has been successful in explaining numerous experimental 
observations in systems fabricated with GaAs. In terms of bulk GaAs 
and two-dimensional (2-D) quantum-confined structures, there 
remains today little uncertainty as to what and how large the optical 
nonlinearities are ( 6 ) .  We wish to be able to say the same for the 
organics and, with this goal in mind, set out to quanti+ the 
nonlinear optical response of a model organic system. 

Large all-optical nonlinear effects have often been associated with 
wbonded, electron-delocalized organic molecules. Numerous quali- 
tative and quantitative theoretical discussions have been presented 
rationalizing this observation (3). From our point of view, the major 
relevant fact is that oscillator strength is concentrated into low-lying 
electronic transitions as a consequence of a reduced dimensional (in 
this case quasi-1-D) electronic structure. However, the amount of 
oscillator strength in a particular optical transition cannot exceed the 
sum of the oscillator strengths of the constituent atoms. As will be 
discussed in detail below, this effectively puts limits on the ultimate 
magnitude of the nonlinear optical response. We believe the mole- 
cule polydiacetylene (PDA) to be close to this limit. 

Polydiacetylene is a polymer, can be prepared in single crystalline 
form, and should not be confused with polyacetylene. The structures 
of the two polymer backbones are shown in Fig. 1. The realization 
that polyacetylene has a degenerate ground state giving rise to a 
unique class of fundamental excitations called solitons generated a 
tremendous amount of excitement about this latter material (7). 
Polyacetylene has yet to be prepared as a single crystal though, 
making it considerably less useful than PDA as a model system for 
nonlinear optical studies. Although PDA is a polymer, for reasons 
that will become clear, we wish to de-emphasize this aspect with 
regard to the "ultimate" nonlinear optical response. Our results 
should prove general to all molecular crystals, be they polymeric or 
comprised of discrete molecules. 

Several different PDA molecules have been crystallized. By far the 
most extensively characterized is designated PDA-pTS, where 
"pTSn abbreviates a "para-toluene-sulfonate" side group designated 
"R" in Fig. 1 (8). 

Preliminary Considerations: Two-Level Systems 
The susceptibility tensors x ( " )  are the formal embodiment of a 

materials nonlinear optical response. The electric field associated 
with incident light induces a polarization P which is, in the simplest 
case, linearly related by way of the proportionality constant X .  For 
sufficiently large electric fields, however (such as those associated 
with intense laser light pulses), the general observation has been that 
the microscopic charges comprising matter fail to respond to the 
applied field in a strictly linear way. The polarization can more 
generally be expressed in expanded powers of E, 

All-optical nonlinear optical phenomena are described by the fourth- 
rank tensor X ( 3 )  (9) .  This tensor has 34 = 81 elements in cartesian 
coordinates that describe the interaction of light with all one and 
two electron-hole pair states in the material. For any particular 
incident light wavelength, the various elements will vary in absolute 

magnitude. The task of evaluating the overall cubic nonlinear optical 
response could be vastly simplified if one could separate the 81 
individual contributions into two groups: those relatively large, and 
those relativelv small. One would then ignore all the small contribu- 

u 

tions and approximate X ( 3 )  by calculating the less numerous but 
more significant terms. 

~olydiacetylene-~TS has the largest measured value of the nonres- 
onant nonlinear refractive index n2 of any solid (n2 is defined 
through An = n21, where I is the light intensity) (5, 10). The linear 
optical properties of PDA-pTS are striking because of the existence 
of a spectrally narrow and intense lowest lying electronic absorption 
(see below and Fig. 4) (11). Other materials, both organic and 
inorganic, that have been observed to have significant nonresonant 
values of n;! can also be described qualitatively as having strong low- 
lying electronic transitions (12). w e  suggest that the-large optical 
nonlinearities of these materials are a primary consequence of these 
optical transitions and attempt first to  understand and model the 
nbnlinear optical response in the context of a simple two-level 
system (13). The two-level system model is the simplest theoretical 
approach to nonlinear optics and one that we will demonstrate is 
basically sufficient to explain the most important practical aspects of 
the observed nonlinear effects in many organic and inorganic 
materials. 

More specifically, the nvo levels in this model might correspond 
to the bonding and anti-bonding orbitals that form the highest 
valence (v) and lowest conduction (c) bands (or, in' the case of a 

Fig. 1. Molecular structure of = -CH20S02 @-CH~ 

polydiacetylene-paratoluene- 
sulfonate (PDA-pTS) and po- 
lyacetylene (PA). PDA- pTS PA 

Fig. 2. Dressed two-level atom states. 
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molecular crystal, to the ground and first excited electronic state). 
We denote the lower level by v>,  the upper one by c>,  and the 
energy gap E, - E, by Eg (see Fig. 2). The Hamiltonian describing 
the interaction with the light field is given by 

where p is the dipole matrix element and "h.c." stands for the 
Hermitian conjugate. (Here and in the follo\ving, we omit the 
spatial indices.) 

For monochromatic laser fields E(t) = Eexp(-iot), there are two 
completely equivalent approaches to the nonlinear optical response 
of such a system: (i) the bare states approach and (ii) the dressed 
states one (13). The latter often provides simple physical explana- 
tions of nonlinear optical phenomena more easily. Eliminating the 
time dependence of the Hamiltonian by a unitary transformation, 
one finds, after diagonalization, the dressed levels shown in Fig. 2 
(h  = 1).  The physics underlying this spectrum is straightforward: 
the state with the electron in Jv> and, say, N + 1 photons is 
(almost) degenerate with the state with N photons and the electron 
in Ic>. The dipole interaction couples the two states and leads to the 
usual level repulsion and splitting. Similar arguments explain the 
lower doublet in Fig. 2. In analogy to the shift or splitting of energy 
levels in a static (dc) electric field, this all-optical effect is often 
referred to as the dynamical (ac) Stark effect. 

The most general experimental measurement of an all-optical 
(third-order) nonlinearity requires two incident light beams and a 
sample. The first beam is relatively strong; that is, strong enough to 
induce an appreciable nonlinear optical response. This beam is often 
referred to as the "pump beam." A second "probe beam," of 
considerably lower intensity, measures the change in optical proper- 
ties of the sample. 

According to Fig. 2, the absorption of a weak probe beam should 
be considerably modified in the presence of a strong pump beam, 
showing, for instance, a blue-shifted transition under nonresonant 
excitation (o < E,). This ac Stark shift, as well as many other 
interesting phenomena, have been extensively studied over the last 
two decades in atomic vapors. More recently, some of these effects 
have also been observed in inorganic semiconductors and PDA-pTS 
(see below). 

The explicit calculation of the nonlinear optical response is 
conveniently performed with the bare states approach, which leads 
to Bloch equations, initially developed in the theory of magnetic 
resonance (13). Introducing the density matrix p,b, where 
{a,b} = {c,v}, of the two-level system, one can easily derive the 
coupled equations for the induced polarization P = pYpVc and 
excited state population f = p,, = 1 - p,,. Including phenomeno- 
logical transverse and longitudinal relaxation rates y2 and yl, 
respectively, one finds 

and 

These equations may now be solved in arbitrary order in the electric 
field E(t) to give the nonlinear susceptibilities x("). 

In order to describe pump and probe experiments, we split the 
laser field into a strong pump (p) and a weak test (t) field, 
E(t) = E,(t) + Et(t), and linearize Eqs. 3 and 4 with respect to Et(t) 
(14). The resulting induced polarization has components oscillating 
at the three frequencies o,, o,, and 20, - ot .  We denote them by 
P,(t), P,(t), and P,(t), respectively. P,(t) and P,(t) are the polariza- 
tions induced by the pump and probe beams, while Ip,(t)I2 describes 

the (four-wave mixing) signal generated parametrically. The latter 
shall not concern us here. The linear and third-order polarizations 
P(,!i(t) and P(,:,) satis+ the equations 

and 
a 
-fi3'(t) = - i ~ , f i ~ ) ( t )  - 2ilp*.2f2)(t)~t(t) - 
at  

where 

and 

For monochromatic laser beams, Eqs. 5 to 9 may be readily solved 
to give the susceptibilities ( er two-level system) experienced by the 
pump and probe beams [x i )  = m(t)/E,,,(t)] (15) 

and 

Equations 10 and 11 show that for any given pum fre uency the P 4 absorption of the pump beam a, - 1mx!) + ImX~'EPI  decreases 
with pump intensity. This decrease is due to the (incoherent) 
population induced by the pump [ f2)]  and is,a consequence of the 
Pauli exclusion principle: states that are already occupied are no 
longer accessible in optical transitions. The absorption of the probe 
beam a, - lmX{') + 1 m ~ $ ~ ) ~ , 1 ~  contains an additional term (second 
term on the right-hand side of Eq. 12) due to the (coherent) 
population modulation induced by both the pump and the probe 
[AJ(~)]. This term describes the scattering of the pump beam (i) off 
the grating created by interference with the probe and (ii) into the 
direction of the probe. It redistributes the probe absorption, but 
does not reduce its integrated value. 

In Figs. 3, a and b, we have plotted a, in the absence (dashed 
lines) and presence (full lines) of the pump for resonant (Fig. 3a) 
and nonresonant (Fig. 3b) excitation. The excited state population 
was kept constant at a value of 0.0625 (15). For resonant excitation 
(Fig. 3a) and in the absence of proper dephasing (yl  = 2y2), the 
profile of a, is similar to that of the linear absorption, with both 
population and population modulation terms giving rise to satura- 
tion near the line center. In fact, for ot = o,, the absorption 
saturation of the probe beam is twice as large as that of the pump. In 
contrast, in the presence of proper dephasing (yl = 0.1y2), a narrow 
hole of half width at half maximum (HWHM) - y centered at the 
pump frequency is "burned" into the (homogeneous!) absorption 
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line. For ot = up, the saturation of the test beam absorption is the 
same as previously, while for lo, - o,l > yl the population can no 
longer follow the beat between pump and probe, so that the 
contribution of the population modulation term diminishes. For 
nonresonant excitation (Fig. 3b), at exhibits again saturation due to 
the pump-induced population and, depending on the value of yl, a 
more or less pronounced ac Stark shift, as expected on the basis of 
Fig. 2. For yl  = 0.1~2,  the population modulation-induced feature 
at the pump frequency now has a dispersive shape. Below, we shall 
encounter a similar behavior in PDA-pTS. 

The Model Organic Response 
Accurate determination of a materials response to optical stimulus 

ideally requires an ability to create and measure a change in optical 
properties in a period comparable to or shorter than the characteris- 
tic relaxation time of that change. Previous time-resolved kinetic 
studies performed in PDA-pTS have measured the resonant longitu- 
dinal relaxation time yl  &I be on the order of -2 ps, making 
necessary the use of ultrashort pulsed lasers to obtain the desired 
data (16, 17). We have performed our spectroscopic measurements 
with a laser system that produced - 100-fs temporal duration optical 
pulses tunable in wavelength between 550 and 780 nm (18). These 
pulses are of sufficient energv that when focused into a continuous 
medium, they are capable -df producing a broad-band white light 
"continuum" pulse of equally short temporal duration. The continu- 
um pulses are used as a probe that enables -100-fs spectroscopic 
"snapshots" to be taken of the sample. The subpicosecond time 
resolution of this technique is purely iconsequence-of the ultrashort 
laser pulses and relies in no way on fast optical detectors or 
electronics. By starting with one laser pulse, dividing it into two 
(pump and probe) and changing the pathlength by - 1 nlm that the 
pump pulse has to travel before reaching the sample relative to that 
of the probe pulse, one has changed the relative time delay between 
excitation and probing by -3 ps. The instrumental time response of 
such a technique is on the order of the laser pulsewidth, in our case 
roughly - 100 fs. 

We set out to explore the resonant response of our archtypical 
organic crystal, PDA-pTS. The bottom of Fig. 4 displays a differen- 
tial absorption spectrum of PDA-pTS taken slightly after (-0.2 ps) 
resonant pulsed excitation (18). The resonant excitation (o, - 2 
eV) differintial signal was observed to decay with roughly a -2 ps 
time constant. The top of the figure displays the linear absorption 
spectrum (optical density O D  = atL, where L is the sample thick- 
ness) of the -200 A thick sam~le ,  and was taken with a low- 

L ,  

intensity cw white light source. The linear optical absorption is 
dominated by an exciton (x) peak at Ex - 2 eV of HWHM 
y2 - 50  me^, consistent w i th  results obtained previously by 
Kramers-Kronig analysis of bulk crystal reflectivity (11). We note 
that the exciton oscillator strength is so large that the linear 
absorption lineshape is considerably distorted from lmX(') (19). 
The peak absorption (-lo6 cm-') is about two orders of magni- 
tude higher than in GaAs, as is the exciton binding energy (-0.4 
to 0.5 eV). 

In separate sets of measurements, we have explored the nonlinear 
optical response of PDA-pTS as a function of pump detuning in 
between the regions of resonance and off-resonance (2.0 to 1.6 eV) 
(18). The right-hand side of Fig. 5 displays several temporal traces 
monitoring the change in optical density at -620 nm (the peak of 
the excitonic absorption) as a function of delay time benveen pump 
and probe. The traces have been offset and positioned so that the 
temporal peak of the response occurs at the wavelength of excita- 
tion. The excitation intensity was held constant for all excitation 

wavelengths at I, - 3 GW ~ m - ~ .  On the left of Fig. 5 is the sample 
linear absorption spectrum. As the excitation wavelength is tuned off 
and away from the linear absorption tail, several notable observa- 
tions are made. Excitation on the absorption edge (at 640 nm, for 
example) results in a reduction of absorption (at 620 nm) that 
manifests a finite relaxation time of -2 &As one tunes below the 
peak of excitonic absorption, the spectroscopic response becomes 
smaller in magnitude and shorter in lifetime. By 680 nm excitation, 
the resDonse has become instantaneous, that is, resolution limited. 
The magnitude of the response at this point however begins to 
increase and in fact shows maxima at the excitation wavelengths of 
690 and 720 nm. The full differential spectrum taken simultaneous 
with 690 nm excitation (o, - 1.8 eV) is shown in the center of Fig. 
4. We note the difference between it and the differential spectrum 
taken with resonant excitation (bottom). The magnitude of the 

Fig. 3. Linear (dashed lines) and no~hnear  (full h e s )  absorption spectra of 
nvo-level atoms excited (a) on resonance and (b) -3y2 below resonance, in 
the absence (y, = 2y2) and presence (7, = 0 . 1 ~ ~ )  of proper dephasing. 
Pump and probe beams were assumed to be monochromatic, and the 
excited-state population was kept constant at a value of 0.0625. 
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instantaneous response shown as a h c t i o n  of pump detuning from 
the exciton resonance in Fig. 6 reveals two maxima occurring at 
energies close to that of optic phonons (indicated by arrows). These 
two phonons are known from resonance Raman spectroscopy 
to be the two which couple most strongly to the exciton (11). 
They are also apparent in the linear absorption, where they give 
rise to phonon satellites on the high-energy side of the exciton 
resonance. 

Extension of the Two-Level Model 
The observed exciton absorption saturation under resonant exci- 

tation resembles that of two-level systems (Fig. 3a). In order to 
describe it, we make use of the phase-space filling (PSF) model 
employed previously to explain similar effects in bulk and quantum 
confined GaAs at low temperatures (6 ) .  This model is a straightfor- 
ward extension of our previous discussion to the case of N hybrid- 
ized and interacting two-level atoms. It ignores certain phenomena 
(to be discussed below), but demonstrates very clearly some of the 
fundamental limits on nonlinear optical susceptibilities. 

In a one-dimensional (1-D) crystal with N atoms, we have to 
replace Eq. 2 by 

where ci> and vi> are Wannier orbitals localized at the atomic sites 
zi. Using 

we transform Eq. 13 into the Bloch representation 

In the absence of Coulomb interaction, it is now easy to generalize 
our previous results, because each individual valence to conduction 
band transition with given k behaves in much the same way as a two- 
level system. The crystal as a whole behaves like an inhomogeneous- 
ly broadened one, with the inhomogeneous broadening given by the 
joint density of states. 

The Coulomb interaction modifies this picture in several ways. As 
for the linear optical absorption, it couples the electron (e) promot- 
ed into the conduction band with the hole (h) left behind in the 
valence band, to give bound and scattering exciton states. In the 
Bloch representation, the generalization of Eq. 5 for the linear 
polarization [P(t) = FPk(t)] reads 

where Vk,k, is the Coulomb matrix element. Thus, an e-h pair with a 
given k does not only experience the external field E(t), but also a 
significant internal one, the "molecular" field associated with e-h 
pairs created at k'.  At each k, external and Coulomb field combine to 
give an effective self-consistent "local" field to which the system 
responds. 

Equation 16 is an inhomogeneous Wannier-Schroedinger equa- 
tion, driven by the laser field E(t) and including a phenomenological 
transverse relaxation rate 72. It can be solved by expanding Pk(t) in 
terms of the stationary solutions of the corresponding homogeneous 
equation 
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This yields Elliott's formula for the linear optical susceptibility (20) 

where V is the total active volume (V/N - 500 A3 in PDA-pTS). 
For a short-range interaction, one finds for the lowest exciton state 
(n = x) 

where we have assumed an exciton Bohr radius a, larger than the 
lattice constant a (a - 5 in PDA-pTS) and taken the continuum 
limit. Substituting this result into Eq. 18, we see that the total 
oscillator strength in the lowest exciton resonance is given by 

which is bounded by the 1 and N atom values. Frenkel excitons 
(a, - a) have a very large dipole moment (-Nn), while the dipole 
moment of Wannier excitons (a, >> a) is reduced beyond this value 
by the fraction of the Brillouin zone that participates in the exciton 
orbital wave function. 

The -Nn scaling of the exciton dipole moment.has led to the 
suggestion that X'3) should scale like -N2, as long as phase 

1.8 2.0 2.2 2.4 

a, (eV) 

Fig. 4. Optical density of a - 200 A PDA-pTS single crystal film (top). 
Differential optical density for o, - 1.8 eV excitation (middle) and resonant 
o, - 2 eV excitation (bottom). 
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coherence is maintained over the entire sample (21). However, the I I I - 1  

actual N dependence of X(3), which results f rob the interplay of krge 
dipole moments, correspondingly large superradiant decay rates 3.0 

(-N), proper dephasing and laser detuning, is rather complicated. - 
As demonstrated recently for Frenkel excitons, X(3) does not show in g 

0.3 
general a universal enhancement with system size, and under off- 2.0 w 
resonant conditions it strictly scales like the individual atom result 2 + s 
-N (22). The PSF model in its present form completely ignores a 
superradiant effects, so that X") and X(3) always scale like the 1.0 8 
concentration of atoms. I 

Upon comparing Eq. 16 with the two-level system result Eq. 3, 
we can immediately write down the third-order optical Bloch o o 
equations including Coulomb effects (6) 560 640 720 780 

+ exciton-exciton interactions 
and 

+ exciton-exciton interactions (22) 

where 

is the self-consistent "local" field to which the system responds. 
Here, we have separated the two-level system-like anharmonic 
exciton-photon interaction from the exciton-exciton one, which 
shall not concern us here. (Since almost no exact results are known, 
neglect of the latter can usually only be justified empirically.) 

Theoretical studies of Eqs. 21 to 23 for 2-D and 3-D systems 
(including some exciton-exciton interactions) abound in the litera- 
ture (6) and we shall limit ourselves to those aspects pertinent to 
our experiments. For a single monochromatic pump field E(t) = 
Epexp(-iopt) and keeping only the lowest exciton term, one finds 
after some straightforward algebra 

where 

is the induced excited state population. Apart from the exciton 
orbital wave functions, this result is identical to the two-level system 
result Eq. 11. Introducing the total exciton number Nx = Ffk(2), 
Eq. 25 may also be written in the form 

Thus, the third-order susceptibility due to anharmonic exciton- 
photon interaction is of the simple saturation form 

where 
2 1  1+x(k)l2+x(k) 

Ns-' = (28) 
C+x(k) 

is the so-called saturation parameter (6). 

Fig. 5. Optical density (left) and time-resolved differential optical density 
(right), measured at o, - 2 eV, for various pump wavelengths. Spectra are 
displaced, with the temporal peaks positioned above the excitation wave- 
length at which they were taken. 

Equations 24 to 28 have the following intuitive interpretation: in 
the presence of a finite exciton population Nx, some of the single- 
particle Bloch states needed to form the exciton state are already 
occupied, with a probability distribution given by the exciton orbital 
wave function and number (Eq. 26). Due to the Pauli exclusion 
principle, this yields then a reduction in exciton oscillator strength 
(Eq. 24). Put another way, saturation sets in when excitons start to 
overlap. 

The Fourier transform of the exciton wave function Eq. 19 is 

which yields N,-I - (3ax)l(Na). This intuitive result is reduced by a 
factor of 2, if spin degrees of freedom are included. As in higher 
Imensions, the saturation density is thus simply the inverse of the 
exciton volume (6, 23). 

The data shown in Fig. 4 indicate a uniform exciton bleaching 
consistent with Ea. 27. Note that under our ex~erimental condi- 
tions (ultrashort optical pulses, ultrafast dephasing, and positive 
time delay), the coherent population modulation term does not 
contribute, so that Eq. 27  may also be used for the susceptibility 
experienced by the test beam, provided we substitute the actual 
exciton number Nx at the delay -0.2 ps (24). From the measured 
fractional change in peak absorption AODIOD - -NxINs - -0.2, 
we find a 1-D exciton Bohr radius of a, - 30 to 40 A. This value is 
consistent with values obtained from time-resolved reflectivity (23) 

, \  r 

and photoacoustic measurements of absorption saturation in Lang- 
muir-Blodgett films of PDA-pTS (25). Independent evidence for an 
exciton Bohr radius of this size comes from a first principles 
calculation (26) and from experiments in which short chain seg- 
ments of varied length were synthesized (27). For chains shorter 
than about five unit cells (-25 A), a dramatic increase in exciton 
energy is found, due to quantum confinement. This effect is 
analogous to the increase in exciton energy which takes place in 
quantum well structures when the well size becomes comparable to 
the bulk exciton Bohr radius (6). 

Since the exciton number N, varies according to Eqs. 18 and 25 
like the linear absorption, that is, like (Na)/ax, the ratio of X f )  to Xbl) 
is actudlv inde~endent of exciton size and close to that of the 
underlying atomic transition (apart from the different dephasing in a 
solid). This demonstrates a very fundamental point: for exciton 
creation, the nonlinear changes per photo-excited e-h pair are 
essentially independent of material and dimensionality (6). This is 
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also a well-known empirical fact (12). The available absolute changes 
increase (like the linear absorption) as one proceeds say from GaAs 
to PDA-pTS (by two orders of magnitude), because of the decrease 
in exciton size. However, the saturation density increases by the 
same amount, and the two effects exactly cancel. 

The above arguments may be extended to nonresonant excitation 
well below the exciton resonance to describe the nonresonant 
nonlinear refractive index n2 and the excitonic ac Stark effect recently 
observed in pump and probe experiments in GaAs-based systems (6) 
and PDA-pTS (19). While the quantitative description of GaAs- 
based systems may require extensive numerical work (for instance, 
for large pump detunings virtual e-h pairs do not live long enough 
to form bound states and sums over all exciton states have to be 
taken), the situation is much simpler in PDA-pTS. This is because 
even for large detunings of -1 eV the lowest exciton state still 
dominates the physics, due to its large binding energy and 
oscillator strength. 

By noting that below the exciton resonance the proper dephasing 
diminishes in an exponential fashion (Urbach's rule), we may set 
yl = 2y2 in Eq. 25 to obtain the nonresonant third-order suscepti- 
bility at large detuning (Ex - o, >> y2) 

where 

NIp,E,+,(z = 0)12 
Nx = 

(Ex - w , ) ~  
From these expressions, one finds a nonresonant nonlinear refractive 
index n2 - lo-'' cm2 W-', in excellent agreement with the report- 
ed experimental value (5, 10). 

The steady-state third-order susceptibility X(t3) experienced by a 
weak probe beam may be derived in the same fashion as Eq. 12 (6). 
From the population modulation term [Ah2)], one obtains an ac 
Stark shift of the exciton which, not surprisingly, is basically the 

Fig. 6. Differential optical density, measured at o, - 2 eV, versus pump 
detuning from the exciton resonance Ex - o,. Horizontal bar indicates 
pump spectral bandwidth. Solid line through data (circles) serves only as a 
guide to the eye. Arrows indicate optic phonon energies obtained from 
resonant Rarnan spectroscopy. 

same as that of the underlying atomic transition (for the same pump 
detuning) . 

The quantitative success of the simple PSF model in describing 
resonant and nonresonant experiments without adjustable parame- 
ters suggests that it contains the correct physics underlying most of 
the nonlinear optical response of PDA-pTS. This obviously does not 
include the off (but near) resonant (o, - 1.8 eV) data shown in 
Figs. 4 to 6, which we shall discuss now. 

First we note that the differential optical density shown in the 
center of Fig. 4 differs dramatically from what one might expect for 
two-level-like systems (Fig. 3b) and what has been observed in 
analogous experiments on GaAs (6). Rather, a narrow hole is 
"burned" into the exciton line. similar to the "coherent artifact" in 
Fig. 3a. The magnitude of this hole increases with pump intensity, 
reaching a fractional change of AODIOD - -0.2 at our highest 
intensity I, - 3 GW cm-'. The dependence of the nonlinear optical 
response on the pump detuning is also remarkable: instead of a 
monotonic decrease with pump detuning, optic phonon resonances 
are observed (Figs. 5 and 6). 

These experimental findings indicate that the nonlinear optical 
response near (but below) the exciton resonance in PDA-pTS is 
dominated by an anharmonic interaction between excitons mediated 
by optic phonons, that is, stimulated phonon exchange between 
pump and probe beam by way of intermediate exciton states. This 
effect, the generation of a nonlinear signal at a test frequency 
ot = w, + o, (o, is the optic phonon frequency), has been first 
observed in organic molecule solutions and is usually referred to as 
"inverse (anti-Stokes) Raman scattering" (28). In the context of 
inorganic bulk semiconductors, it was independently discussed by 
Ivanov and Keldysh who also gave it a different name: formation of 
"phonoritons," mixed excitations consisting of phonons, excitons, 
and photons (polaritons) (29). We note that experimental evidence 
of the existence of this effect in semiconductors has been re~orted 

I 

for a variety of materials with strong exciton-phonon interaction. 
Related phenomena have also been observed in Cu20 and GaAs 
quantum wells, but with the optic phonons replaced by an intra- 
excitonic (30) or intersubband (31) excitation. 

\ fl \ ,  

In molecular physics, the inverse Raman effect is often explained 
in terms of a resonant ac Stark effect in a three-level system, 
consisting of ground zerc-phonon (lo>), ground one-phonon 
(Il>), and excited zero-phonon (/x>) states (Fig. 7) (32). The 
pump, which is resonant with the ground one-phonon to excited 
zero-phonon transition, induces an ac Stark splitting of the latter, 
which is probed by the test beam. Thus, in this simple picture, the 
exciton line splits into two, which qualitatively accounts for the data 
shown in the center of Fig. 4. 

The resonant linear and third-order susceptibilities for the three- 
level system shown in Fig. 7 are given by (32) 

and 

where y,-' is the phonon lifetime and pox (klx) the dipole matrix 
element for the ground zero-phonon (one-phonon) to excited 
zero-phonon transition. These expressions form the beginning of a 
geometric series, which may be readily summed to give the nonlin- 
ear optical susceptibility experienced by a weak probe beam (32) 
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This result is valid for any strength of the pump field E, and clearly 
displays the phonon-mediated ac Stark effect for o, + o, = Ex. 

We have developed a slightly different microscopic model, the 
results of which are shown in Fig. 8 for parameters appropriate to 
PDA-pTS and our experimental conditions (18). The full lines give 
the imaginary part of xt and the dashed lines the real part. In Fig. 8, 
a and b, the pump is exactly one phonon energy below the center of 
the exciton line, o, + w, = Ex. In agreement with experiment, 
narrow holes appear in Imx,, which increase with pump intensity. 
When the inverse Raman resonance w, + w, is in the wing of the 
exciton line (Fig. 8c), the nonlinear feature in Imxt becomes smaller 
and acquires a-dispersive shape. Finally, for o, + o, below the 
exciton resonance (Fig. 8d), it changes back to absorptive. These 
dramatic changes in lineshape already follow from Eq. 33 and have 
been recently observed in PDA-pTS (18, 19). The theoretical 

Fig. 7. Three-level configuration for phonon-mediated ac Stark effect. 

Fig. 8. Real (dashed lines) and imaginary (full lines) parts of the susceptibil- 
ity X ,  experienced by a monochromatic test beam in the presence of a 
monochromatic pump beam, for various um fre uencies up and intensities P I,: (a) w, = 1.8 eV and I, = 3 GW cm- , (bl w,  = 1.8 eV and I, = 6 GW 

(c) up = 1.75 eV and I ,  = 6 GW cm- , (d) w,  = 1.7 eV and I, = 6 
GW cmW2. 

spectrum Fig. 8a corresponds to our experimental conditions, Fig. 4 
center, and reproduces the general features and magnitude of the 
observed effect. The remaining discrepancies, such as the width and 
slight red shift of the hole, are not surprisingly in view of the neglect 
of dispersion, electronic ac Stark effect, excited one-phonon states, 
temporal evolution, and spectral width of the pulses. 

Conclusions and Future Directions 
The simple arguments based on saturation effects presented above 

provide the framework on which to base expectations for "all- 
optical" nonlinearities in both organic and inorganic materials. With 
regard to resonant effects, we have argued that all materials possess- 
ing allowed low-lying electronic transitions will exhibit essentially 
equal magnitude nonlinear optical responses per photoexcited elec- 
tron-hole pair. This fact is derived from the inverse relationship 
between the oscillator strength of an elementary electronic excita- 
tion and its physical six,  -together with the absolute limit on 
oscillator strength per unit volume derived from the atomic origin of 
matterlf-sum rule. 

Practical considerations of photochemical stability, however, 
strongly disfavor the use of organics for resonant device application. 
From the collective experience of literally thousands of years of 
experimentation with dies and pigments, it is known that even the 
most photochemically stable molecules fall far short of what would 
be needed for high bit-rate device application. A sizable change in 
optical constants requires a significant photoinduced population 
change. This implies that a large fraction of the molecules in the 
active region of the device must absorb a photon during every 
binary operation. At proposed bit rates of lo9 s-', assuming a 
conservative quantum yield for photodegradation of a typical organ- 
ic chromophore of the device would self-destruct in lo-' s 
(33). 

Inorganic semiconductors (such as GaAs) are fundamentally 
different in this regard. While organics typically have electronic 
states of higher spin multiplicity lying below the first excited 
electronic singlet state, inorganic semiconductors have no intrinsic 
electronic states within the energy gap. Triplet states in molecules, 
generated either photochemically or thermally, are well known to be 
photochemically reactive. This is not an issue of sample purity. 
Organics are photochemically unstable by comparison to inorganic 
semiconductors. 

The practical considerations concerning nonresonant device ap- 
plications are considerably different. Here, the real figure of material 
merit is nzlci, reflecting the deleterious effect of residual absorption 
on device ~erformanie. We have shown that the nonresonant 
nonlinearity can be related to the absorption strength in a low-lying 
electronic transition by means of the construct of absorption 
saturation bv creation of virtual excitations (6 ,  23). We havd also 

\ ,  , 
argued that one aspect determining nz is bounded by sum rules, 
namely the total integrated strength of an optical transition cannot 
become arbitrarilv larie. The ided nonresonant nonlineaimaterial is 

4 " 
therefore one in which a maximally intense low-lying electronic 
absorption can be approached to arbitrary degree from below (lower 
frequency) without significant linear (or higher order) absorption. 

An examination of the transparency characteristics of a variety of 
solids shows, for example, SiOz and the alkali halides obtaining 
values of the absorption coefficient a as low as lop3 to cm-' in 
the near- to mid-infrared region of the spectrum (34). These 
absorptions are attributable to phonon overtones. Ultra-transparent 
materials have their fundamental phonon frequencies at -500 cm-' 
and below, which would requireextremely high order (low proba- 
bility) processes to result in absorption at -lo4 cm-'. By compari- 
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son, PDA-pTS has phonon frequencies as high as -2000 cm-', 
with discrete overtone absorption features apparent in the near 
infrared, and a minimum absorptivity in its ''tt%sparentY' region of 
roughly -1 cm-' (35, 36). By the criterion of n21a, Si02 and PDA- 
pTS are roughly comparable. 

As it stands today, there have been no high-speed device demon- 
strations based on a nonresonant electronic all-optical nonlinear 
effect in an organic material. Well-established values of n2 and a 
would lead one to expect thermal and electronic effects to be of 
comparable magnitude, depending to some degree on peak light 
intensities, duty cycle, wavelengths, and thermal parameters of the 
specific device and active materials (12, 35-38). 

The allure of nonresonant optical nonlinearities in organics has 
been the notion that the effects are large, fast, and effectively "free" 
with respect to energy deposition in the material. Unfortunately, we 
have learned that while the effects are fast and relatively large when 
compared to similar effects in other materials, they are accompanied 
by a significant amount of absorption. We are ultimately left with a 
borderline situation with respect to practical device application. 

It would appear that it is time to reevaluate efforts toward 
obtaining organic materials suitable for high-speed all-optical device 
application. Future work must explicitly address the issues of 
transparency and its ultimate relationship to spectral lineshapes and 
strengths. Perhaps it is time to renew interest in the much larger but 
slower speed effects (photorefractive phenomena, for instance) that 
are perfectly well-suited to exploit the massive parallelism contem- 
plated with all-optical computational architectures (39). 
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