
temperature ranges. Clearly, there are prob- 
lems with such a procedure. Also, care must 
be taken in using evidence from past wasm 
epochs, where various causal aspects of the 
warming have been somewhat different, to 
predict the effects of greenhouse warming 
on the ocean ecosystem. The dynamic ocean 
processes that determine the temperature 
distributions could be hdamentally al- 
tered. 

In the absence of counteracting effects 
(ZI), intensified upwelling would tend to 
enhance primary organic production in 
these systems. But whether this increased 
primary production would be channeled to 
trophic components that society particularly 
values is unclear. There has been little clear 
demonstration that increased primary pro- 
duction actually promotes reproductive suc- 
cess and population growth of commercial 
fishes (19, 22). For example, increased pro- 
duction might be channeled to the mesope- 
lagic fish communities that are diffused over 
wide areas and thereby largely lost from the 
neritic ecosystem. In addition, increased or- 
ganic production might cause large areas of 
these systems to become anoxic at depth 
(23) and thereby promote sedimentation of 
unoxidized organic matter on the sea floor. 
In any case, if primary production increases, 
the rate at which carbon is sequestered 
beneath the ocean thermocline should like- 
wise increase, and thus the rate of buildup of 
C 0 2  in the atmosphere should be reduced. 

If greenhouse warming leads to less global 
temperature contrast between tropical and 
polar regions, ocean basin-scale atrnospher- 
ic and ocean circulations might slow down 
(24). However, as this example indicates, 
there is a competing tendency toward inten- 
sification where oceanic-continental tem- 
perature contrasts are involved. Many of the 
consequences of global climate change to 
marine ecosystems and also to marine-influ- 
enced terrestrial systems could depend on 
the relative importance, in each local situa- 
tion, of these competing effects. 
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Ozone Control and Methanol Fuel Use 

Methanol fuel use in motor vehicles and stationary combustion has the potential to 
improve air quality. A modeling study of methanol fuel use in Los Angeles, California, 
shows that the low chemical reactivity of methanol vapor slows ozone formation and 
would lead to lower ozone concentrations. Predicted peak ozone levels decreased up to 
16 percent, and exposure to levels above the federal standard dropped by up to 22 
percent, when pure (M100) methanol fuel use was simulated for the year 2000. Similar 
results were obtained for 2010. Use of a gasoline-methanol blend (M85) resulted in 
smaller reductions. Predicted formaldehyde levels and exposure were not increased 
severely, and in some cases declined, in the simulations of methanol use. 

0 VER HALF OF THE PEOPLE IN THE 
United States live in areas that 
experience ozone levels above the 

limits set by the National Ambient Air Qual- 
ity Standards (NAAQS). Compliance with 
the standard is proving to be a difficult task. 
One measure that has been proffered as a 
solution is the use of alternative, "clean" 
fuels in motor vehicles. Federal, state, and 
local agencies are promoting, and have sug- 
gested mandating, use of clean fuels in order 
to reduce ozone and other components of 
urban smog (1). In particular, the use of 
alternative fuels is integral in the recent plan 
adopted for the Los Angeles, California, 
area, and the President's recent proposals 
would extend the use to other areas. Of the 

fuels considered, methanol appears to be 
one of the most feasible for widespread use 
and improving air quality (2, 3). Several 
studies have shown that methanol, because 
of its low atmospheric chemical reactivity, 
could be effective in reducing the formation 
of photochemical smog and ozone (3, 4). 
The extent of improvement, and whether 
significant improvement would be realized 
at all during multiday smog episodes, has 
been brought into question by recent experi- 
ments (5) .  Because methanol-fueled vehicles 
(MFVs) emit more formaldehyde than their 
gasoline-fueled counterparts, however, con- 
cern has also arisen over the possibility of 
increased ambient levels of formaldehyde. 
To evaluate better these concerns and to 
establish a scientific basis for future strate- 
gies, we have used a three-dimensional, Eu- 

A. G. Russell, Departmenr of Mechanical Engineering, lerian, photochemical air quality model to 
Carnegie MeUon Universit)., Pittsburgh, PA 15213. 
D. St. Pierre, LowryAir Force Base, Denver, CO 80230, investigate how the use 
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sity of Connecticut, Storrs, CT 06269. use the model results to address (i) the 
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cal formation of pollutants; (ii) whether 
methanol buildup during multiday episodes 
would negate the benefits of its lower pho- 
tochemical reactivity; (iii) whether emis- 
sions from MFVs would severely increase 
ambient formaldehyde or negate ozone re- 
ductions; and (iv) the comparative benefits 
of the use of nearly pure methanol fuel 
(M100) versus M85 fuel (nominally, a 
blend of 85% methanol and 15% gasoline, 
by volume). Several technological and safety 
considerations still need to be overcome 
before MlOO can be used. MlOO has cold- 
start problems and the flame is nearly invisi- 
ble in daylight. In practice, MlOO may need 
to contain additives, which could degrade its 
reactivity benefits. In contrast, M85 is not as 
severely. limited from safety and perform- 
ance standpoints. 

Model calculations were conducted simu- 
lating the extensive utilization of methanol 
fuel over 3 days in two future years, 2000 
and 2010, in the South Coast Air Basin of 
California (SoCAB) (6) .  These years were 
chosen to allow for significant penetration 
of methanol into the iehicle fleet and be- 
cause of the availability of detailed source 
emission projections. The SoCAB, which 
surrounds Los Angeles, was chosen because 
it (i) is more severely impacted by photo- 
chemical smog than any other area in the 
United States (ozone concentrations in ex- 
cess of three times the national standard of 
0.12 ppm for a 1-hour average); (ii) is likely 
to be the first area targeted for use of MFVs 
(7); and (iii) is ideal for the study of multi- 
day pollution episodes. Although other ar- 
eas are also impacted by the buildup of 
ozone over multiple days (8), the larger 
geographical domains and lower resolution 
of available input data compared to  these in 
the SoCAB inhibit detailed modeling of - 
those regions. 

The modeling domain was a 250-km by 

Table 1. Forecast emissions of NO, and reactive 
organic gases in 2000 and 2010 in lo3 kg per day. 
Values in parentheses are percent of total. 

Reactive 
Source NO, organic 

gas 

2000 
Motor vehicles 394 (53%) 261 (23%) 
Stationary 350 (47%j 874 (77%j 
Total 744 1135 

2010 
Motor vehicles 430 (50%) 389 (26%) 
Stationary and 436 (50%) 1107 (74%) 

off-road vehicles 
Total 866 1496 

150-km region surrounding Los Angeles, 
resolved horizontally into 5-km by 5-km 
computational cells and vertically into five 
layers ranging from 39 to 430 m in height. 
Emissions and meteorological variables are 
similarly resolved. Meteorological condi- 
tions were set to those during 30 August to 
1 September 1982 because those conditions 
were conducive to the formation of ozone 
and detailed supplemental data are available 
for model evaluation (9). The maximum 
ozone concentration recorded on 1 Septem- 
ber 1982 was 0.35 ppm, a value approach- 
ing the highest levels recorded in recent 
years. 

In the simulations, forecast emission in- 
puts for 2000 and 2010 (10) were used 
(Table 1) for the base (nonrnethanol) case. 
These inventory estimates account for con- 
trols expected to be in place to lower emis- 
sions from conventionally heled vehicles 
(11). With these forecasts as a baseline, the 
emissions were perturbed to account for 
motor vehicle conversion to methanol. For 
example, emissions from passenger cars 
were set equal to the same standards as 
gasoline-heled cars (1 1). In addition, 
HCHO emissions were set to the California 

standard of 9.3 mg km-' (15 mg per mile). 
Recent tests indicate that these levels are 
achievable (11). Impacts on emissions from 
related sources, such as retail fuel distribu- 
tion, were included, as was vehicle deteriora- 
tion and the continued presence of old 
conventionally fueled vehicles (CFVs) . In 
one simulation, we examined the use of 
methapol in stationary sources, such as pow- 
er plants and stationary internal-combustion 
engines. 

-'The simulations show that utilizing meth- 
anol fuel, either as MlOO or as M85, would 
decrease ozone levels throughout the So- 
CAB. Three metrics are used to describe the 
degree of improvement in air quality. First, 
the maximum predicted concentration in the 
region is used to show how effective con- 
trols are at reducing the peak toward the 
national standard. However, the peak con- 
centrations for the meteorological period 
simulated occur in the less populated eastern 
part of the SoCAB. In an effort to show the 
effect on potential human exposure, popula- 
tion projections (for the years 2000 and 
2010) were combined with spatial and tem- 
poral variations in ozone concentrations. 
This population "exposure" is defined as 

where P(3) is the population as a function of 
location, ?; C(3, t )  is the predicted ozone 
concentration as a function of time, t, and 
location; and H(C - Co) is the Heaviside 
function, which is 1 if the predicted concen- 
tration is above a threshold concentration, 
Co, and 0 otherwise. In essence, this is the 
population-weighted ozone exposure above 
a prescribed ozone concentration. We used 
two threshold concentrations (1-hour aver- 
age): 0.12 ppm (the national standard) and 
0.20 ppm (California first-stage health 
alert). 

B 

Pacific Ocean 

D 

Pacific Ocean 

Flg. 1. Predicted ozone con- 
centrations (in parts per mil- 
lion) at 1300 hours on the 
third day of the simulation. 
Base inventory corresponds 
to year 2000 emissions. 
Fields shown correspond to 
(A) Base case; (B) M100- 
fueled vehicle fleet; (C) no 
mobile source emissions; 
and (D) M85-fueled fleet. 
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Fig. 3. Semi-normalized local sensitivity Pi 
(a[03]laPi) of ozone formation to source emis- 
sions of formaldehyde, alkanes, and methanol, 
over a 2-day simulation. Methanol is seen to be 
relatively unreactive whereas formaldehyde 

Fig. 2. Predicted ozone concentrations (in parts per million) at 1300 hours on the third day of (HCHO) is quite reactive and an efficient pro- 
the simulation. Base inventory corresponds to year 2010 emissions. Fields shown correspond to (A) moter of ozone formation. For comparison, the 
Base case; (6) M85-heled fleet; (C) no on-road mobile source emissions; and (D) M100-fueled vehicle sensitivity to alkane, the most abundant class of 
fleet. reactive organic gases, is also shown. 

Peak ozone concentrations and popula- and 88% in 2000, and 33% and 91% in lation simulating the use of MlOO vehicles 
tion exposure indices for 2000 and 2010 2010. Peak ozone reduction is less sensitive with an HCHO emission rate of 34 mg 
were &termined for four simulations in 
each future year (Table 2 and Figs. 1 and 2): 
(i) the "base case" corresponding to a con- 
ventionally fueled fleet; (ii) "M100" corre- 
sponding to 100% penetration of MlOO 
fueled vehicles, starting with new vehicles in 
the year 1990; (iii) "M85" representing 
100% penetration of M85 fueled vehicles 
from 1990 on; and (iv) "no mobile" in 
which emissions from on-road motor vehi- 
cles are eliminated. In (ii) and (iii), pre-1990 
CFVs contribute to the mobile source emis- 
sions and thus decrease the apparent effec- 
tiveness of conversion. 

Dramatic improvements were not predict- 
ed relative to the base case, even when 
mobile sources were removed (Table 2 and 
Figs. 1 and 2). This result is attributable to 
the decrease in on-road motor vehicle emis- 
sions that is expected to occur as a result of 
increasingly stringent regulations whether 
or not methanol is used. A somewhat small- 

to methanol use than is exposure, because 
the peak occurs in the eastern part of the 
basin where ROG controls have less effect 
than in the more densely populated, central 
part of the Basin. This trend is particularly 
e\_aent for 2010. Conversion to M85 re- 
sulted in less improvement than MlOO be- 
cause of the more volatile and reactive gaso- 
line it contains. M85 gives about half the 
improvement expected with MlOO fuel use 
(13). 

That MFVs now emit more formaldehyde 
than comparable gasoline-fueled vehicles 
raises two issues: whether increased HCHO 
emissions would (i) substantially lessen the 
ozone-related benefits of methanol use, or 
(ii) lead to greatly increased exposure to 
HCHO. If either of these were the case, 
further controls to reduce formaldehyde 
emissions might be warranted. These issues 
were addressed with a "high HCHO" calcu- 

krn-' (55 mg per mile, such emissions 
might occur if controls are not as effective as 
planned), and the earlier MlOO calculation 
with the nominal HCHO emission rates of 
9.3 to 14 mg km-' (15 to 23 mg per mile). 
The results show that, even with the higher 
HCHO emissions, ambient HCHO expo- 
sure (calculated as in Eq. 1 with Co = 0.0 
ppb) increases no more than 15%. In some 
of the standard methanol cases, HCHO 
exposure declines. The reason for the de- 
cline, despite increased direct emissions, is 
that 80% or more of the ambient HCHO is 
produced by atmospheric photo-oxidation 
of other organics (14). The low reactivity of 
methanol reduces atmospheric formation of 
HCHO and leads to the apparent decrease. 
The predicted maximum HCHO concentra- 
tions, about 30 ppb in most calculations, are 
about one third of the level that would affect 
most sensitive individuals and are similar to 

er fraction of the forecast reactive organic " 
gas (ROG) emissions in future years is due Table 2. Predicted peak ozone, ozone exposure, and formaldehyde exposure for 1 September for the 
to mobile sources. In 2000. 23% of the expected population distributions in 2000 and 2010. Simulation descriptions and definition of 
ROG is from on-road sources; and in 2010, exposure aregiven in the text. For ozone exposure and peak, the values in parentheses are the reductions 

relative to removing mobile source emissions of NO,, ROG, and CO. The value in parentheses 
26% is More- follow in^ formaldehvde emosure is relative to the base calculation. .-. 

- - 2 7  i I over, because of the continued presence of 
older CFVs and out-of-state vehicles, only a Peak [031 

O3 and HCHO exposure (person-ppm-hours) 
fraction of the emissions are displaced by (ppm) [0,]>0.12 ppm [03]>0.20 ppm [HCHO]>O.O ppm 
methanol use. As an example of the maxi- 
mum impact that can be- expected from 2000 

controlling motor vehicles, totally removing Base case 0.26 (0) 7314 (0) 2586 (0) 2779 (1) 
M85 0.24 (0.30) 6167 (0.60) 1260 (0.52) 2551 (0.92) 

on-road emissions decreases peak ozone by MIOO 0.22 (0.69) 5673 (0.5) 364 (0.88) 2326 (0.84) 
only 21% in 2000 and 13% in 2010. Part of No mobile 0.21 (1.0) 5384 (1.0) 58 (1.0) 1578 (0.57) 
that reduction is attributable to lower NO, High HCHO 0.24 (0.35) 6070 (0.64) 1108 (0.58) 3203 (1.15) 
emissions (12). 2010 

Relative to reductions from elimination of Base case 0.32 (0) 9840 (0) 5159 (0) 3071 (1.0) 
on-road motor vehicle emissions, the simu- M85 0.31 (0.31) 8700 (0.56) 4234 (0.29) 3328 (1.08) 

MlOO 0.31( 0.33) 7976 (0.91) 3823 (0.42) 3478 (1.13) 
lation of MlOO fuel use shows peak ozone N, mobile 0.28 (1.0) 7804 (1.0) 1950 (1.0) 2082 (0.68) 
and exposure decreases of, respectively, 69% 
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recently observed levels (15). The 1-hour 
average methanol concentrations peaked at 
0.7 ppm in the calculations, well below the 
level of toxicity; this result suggests that 
ambient methanol buildup and resulting ex- 
posure are of minor concern (1 6).  

Use of methanol in stationarv combustion 
sources can reduce NO, emissions. Applica- 
tions include over-firing in utility boilers 
and use as the primary fuel in stationary 
internal combustion engines. A separate 
simulation was conducted to determine the 
possible impact of stationary-source use. 
The effect of the potential 7% reduction in 
NO, emissions was a 2% reduction in peak 
0 3 .  

Conversion to methanol would not be 
ex~ected to exacerbate ozone concentrations 
in downwind regions. Predicted methanol 
concentrations 1 day downwind of the ur- 
ban area were less than 0.1 ppm. At this 
level. methanol would add little to the reac- 
tivity of the ambient organic gases. Farther 
transport would significantly decrease meth- 
anol levels because of vertical and horizontal 
dispersion. With transport, NO, is lost 
more quickly from the system than ROG, 
and thus ozone formation is primarily de- 
pendent on the availability of NO, and less 
so on ROG. In that methanol can reduce 
NO, emissions from diesel-type engines and 
stationary sources, methanol use could lead 
to a decrease in downwind ozone concentra- 
tions. In those urban areas where NO,- 
limited conditions prevail, the reactivity of 
the organics is of lesser importance and the 
benefits from methanol fuel substitution 
would be enhanced by lowered NO, emis- 
sions from diesel-type engines and use in 
stationary sources. 

In order to account for experiments that 
have shown diminished benefits of metha- 
nol substitution over multiday periods (5), 
in contrast to our modeling results, a series 
of calculations were performed simulating 
the smog chamber experiments. These simu- 
lations show that the declining effectiveness 
of methanol substitution over the course of 
the experiments may have resulted from 
relatively rapid depletion of NO, and the 
presence of chamber wall artifacts. Sensitiv- 
ity analysis, with the direct decoupled meth- 
od (17), shows that methanol contributes 
little to ozone formation under typical urban 
conditions (Fig. 3). The 36-hour simulation 
was for typical urban conditions, except that 
MlOO vehicles were assumed to contribute 
40% of the ROG emissions. Sensitivity to 
HCHO is strong. 

Use of methanol-based fuels would im- 
prove urban air quality by decreasing the 
reactivity of the organic gases emitted from 
motor vehicles. Detailed modeling indicates 
that the methanol fraction of the emissions 

contributes little to ozone formation, even 
over 3-day episodes. Controlling formalde- 
hyde and gasoline-derived emissions is criti- 
cal for deriving the full benefits of conver- 
sion to methanol. Use of methanol to reduce 
NO, emissions in both heavy-duty vehicle 
applications and stationary sources is also 
predicted to reduce peak ozone. Thus, 
methanol can be used as a combined control 
on reactive organic gas and NO, emissions. 

Reduced atmospheric formation of 
HCHO from oxidation of reactive organic 
gases offsets the increased direct emissions, 
and this process leads to minor increases or 
possible reductions in ambient HCHO ex- 
posure. Predicted peak levels are similar to 
current concentrations and are significantly 
less than historic peaks. Likewise, on the 
basis of these simulations, multiday buildup 
of methanol should not pose a problem in 
terms of ambient exposure. 
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Repression of c-fos Transcription and an Altered 
Genetic Program in Senescent Human Fibroblasts 

Normal cells in culture invariably undergo senescence, whereby they cease prolifera- 
tion after a finite number of doublings. Irreversible changes in gene expression 
occurred in senescent human fetal lung fibroblasts: a non-cell cycle-regulated mRNA 
was partially repressed; an unusual polyadenylated histone mRNA was expressed; 
although serum induced c-H-ras, c-myc, and ornithine decarboxylase mRNA normally, 
ornithine decarboxylase activity was deficient; and serum did not induce mRNA for a 
replication-dependent histone and for the c-fos proto-oncogene. The loss of c-fos 
inducibility was the result of a specific, transcriptional block. The results suggest that 
senescent fibroblasts were unable to  proliferate because of, at least in part, selective 
repression of c-fos; moreover, the multiple changes in gene expression support the view 
that cellular senescence is a process of terminal differentiation. 

A FUNDAMENTAL FEATURE OF NOR- 

ma1 cells is their limited ability to 
proliferate in culture. Cells capable 

of proliferation in vivo often go through an 
initial mitotic period in culture, but invari- 
ably there is a gradual decline in cell divi- 
sion; in cells from humans and certain other 
species, the decline is virtually irreversible 
and complete (1). This progression has been 
termed the finite life-span phenotype or 
cellular senescence. 

Cellular senescence has been studied most 
extensively in cultures of human fibroblasts. 
Generally, human fibroblasts senesce after 
20 to 60 population doublings (PDs). Be- 
cause the PD at which senescence occurs 
depends inversely on the age of the tissue 
donor (1, 2), it has been suggested that, at 
the cellular level, senescence in culture re- 
flects aging in vivo. Another view of senes- 
cence suggests that it constitutes a mecha- 
nism for curtailing tumorigenic transforma- 
tion and may attenuate the establishment of 
metastases. Human cell cultures never spon- 
taneously give rise to immortal variants 
(cells having an unlimited life-span in cul- 
ture), whereas cells from several rodent and 
other species give rise to immortal cells at 
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low but readily measurable frequencies. Rel- 
ative to rodent fibroblasts, human fibro- 
blasts are exceedingly resistant to transfor- 
mation by chemical carcinogens, radiation, 
and oncogenic viruses (3, 4). 

Senescence is not programmed cell death. 
Senescent fibroblasts remain viable for long 
periods (many months), during which they 
synthesize RNA and protein (5, 7). Early 
passage fibroblasts enter a reversible, proli- 
feratively quiescent state (Go) when de- 
prived of growth factors; they resume prolif- 
eration when appropriate growth factors are 
resupplied (8) .  However, senescent cells 
cannot be stimulated to enter the S phase of 
the cell cycle by any combination of growth 
factors or physiological mitogens (9). This 
failure to synthesize DNA in response to 
mitogens is not due to a breakdown in 
growth factor signal transduction. Senescent 
fibroblasts possess apparently normal recep- 
tors for major mitogenic growth factors (9, 
lo), and serum growth factors hllp induce 
the mRNAs for several growth factor-in- 
ducible genes (6). Several lines of evidence 
suggest that senescent human fibroblasts 
express one or more dominant inhibitors of 
proliferation (7) and that the finite life-span 
phenotype is dominant (1 1). 

The link between senescence, aging, and 
cancer is not clear. Many studies have fo- 
cused on the inability to proliferate and have 
viewed the senescent fibroblast as a special 

or extreme exarn~le of a auiescent cell. 
Within this context, one or more growth- 
related proto-oncogenes might be under 
dominant re~ression in senescent cells. 
However, quiescent and senescent fibro- 
blasts showed similar basal and serum-in- 
ducible expression of the c-myc and c-H-ras 
proto-oncogenes (6), both of which stimu- 
late ,proliferation and are required for the 
ability to leave Go (12). Because serum 
gene;ally induces these genes in the early 
and midportions of the interval preceding 
DNA synthesis (the GdGI interval), it has 
been suggested that senescent fibroblasts 
arrest growth in late G1 (6, 9). On the other 
hand, based on morphology and the pattern 
of proteins synthesized throughout the pro- 
liferative life-span, it has also been suggested 
that senescent fibroblasts have undergone 
terminal differentiation (11). The growth 
arrest therefore mav be one manifestation of 
a more complex phenotypic change. 

Here, we describe several differences in 
gene expression between quiescent and se- 
nescent fibroblasts. These include gene re- 
pression and novel gene induction that oc- 
cur only in senescent cells. Most striking, c- 
fos, which in quiescent fibroblasts is induced 
early in the GdGI interval (14) and is essen- 
tial for proliferation (15), is repressed at the 
level of transcription in senescent cells. Our 
results suggest &at the growth arrest shown 
by senescent fibroblasts is distinct from 
growth-arrest states described for early pas- 
sage cells, and c-fos repression may at least 
partially explain why senescent cells fail to 
hro~iferate. 

To gain insight into the nature of cellular 
senescence, we examined the pattern of gene 
expression in human fibroblasts at the ex- 
tremes of their proliferative life-span. Hu- 
man fetal lung fibroblasts [strain WI-38 (I)]  
were used a;early passage, when the cells 
had undergone <30 PDs and >70% (typi- 
cally 75 to 85%) were capable of DNA 
synthesis, and at late passage (senescence) 
>48 PDs, when <lo% (typically 4 to 8%) 
were capable of DNA synthesis (16). The 
cells were studied under three conditions in 
order to identify differences between the 
quiescent and senescent states. Subconfluent 
cells in 10% serum were considered expo- 
nentially growing; the proliferating fraction 
was >70% early passage and <lo% at 
late passage. Confluent cells were given 
0.2% serum for 72 hours to generate quies- 
cent cells; the proliferating fraction was 
<5% for both earlp- and late-passage cells. 
Finally, serum-deprived cells were stimulat- 
ed with fresh 15% serum; >40% of the 
early-passage cells resumed DNA synthesis, 
whereas, in senescent cultures, DNA spnthe- 
sis remained below 10%. 

RNA was isolated from the cells and 
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