
Changes in Mean Concentration, Phase Shifts, and 
Dissipation in a Forced Oscillatory Reaction 

Experiments are presented that confirm earlier predictions that the mode of supply of 
reactants to a nonlinear (bio)chemical reaction determines or controls concentrations 
at steady states far from equilibrium. The oxidation of nicotinamide adenine dinucleo- 
tide (NADH) catalyzed by the enzyme horseradish peroxidase with continuous input 
of oxygen was studied; NAD" is continuously recycled to  NADH through a glucose-6- 
phosphate dehydrogenase system. A comparison of steady-state concentrations is made 
with an oscillatory oxygen input and a constant input at the same average oxygen input 
for both modes. By varying the frequency and amplitude of the perturbation (Oz 
influx), the following may be changed: the average concentration of NADH; the Gibbs 
free energy difference AG of the reactants and products at steady state; the average rate 
of the reaction; the phase relation between the oscillatory rate and AG; and the 
dissipation. These results confirm the possibility of an "alternating current chemistry," 
of control and optimization of thermodynamic efficiency and dissipation by means of 
external variation of constraints in classes of nonlinear reactions and biological pumps, 
and of improvements of the yield in such reactions (heterogeneous catalysis, for 
example). 

N ONLINEAR BIOCHEMICAL REAC- 

tions operating under highly non- 
equilibrium conditions are current- 

ly being studied because of their importance 
to the understanding of many biological 
processes. Critical and complex biological 
functions often turn out to be controlled or 
regulated by an enzyme or biochemical sys- 
tem of high nonlinearity. Autocatalysis, 
feedbacks &om substrates or product or 
both, and diffusional (delay) effects may all 
be sources of nonlinearity in biochemical 
systems. As a result of such mechanisms, 
there may occur bistability, damped and 
sustained oscillations, and complex or chaot- 
ic oscillations, and observations of these 
Drocesses have been made in chemical and 
biological systems (1, 2). For example, in 
anaerobic glycolysis in yeast cells, oscilla- 
tions arise & t  of the interaction between 
two nonlinear reactions catalyzed by the 
enzymes phosphofructokinase and pyruvate 
kinase, respectively (3, 4). Damped oscilla- 
tory behavior has been observed in an aden- 
osine triphosphate (ATP)-driven proton 
pump (5) .  Ester hydrolysis by immobilized 
papain causes pH oscillations at the elec- 
trode upon which the papain is coated (6) .  

Predictions have been made that the pow- 
er output, the dissipation (for isothermal 
reactions, the product of AG and the rate) 
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and hence the efficiency of nonlinear bio- 
chemical systems may be changed depend- 
ing upon the mode of supply of reactants 
(steady or oscillatory) (7, 8), with the same 
average consumption of reactants in either 
the oscillatory or steady mode of supply. We 
show experimentally that the mode of sup- 
ply of reactants, steady or oscillatory, to a 
nonlinear, non-equilibrium biochemical re- 
action can determine the steady-state con- 
centrations of the reaction. That is, the 
average concentrations of reactants and 
products with constant input of reactant 
may differ from the average concentrations 
of reactants and products with an oscillatory 
input of reactants [for an earlier measure- 
ment of this effect, see (9)]. A change in the 
steady state of a non-equilibrium chemical 
reaction is generally equivalent to a change 
in the average of the rate of the reaction. If a 
(bio)chemical reaction is in a steady state 
and an oscillatory perturbation is applied to 
the input of reactant, then the temporal 
behavior of AG and the rate can also change, 
depending upon the interaction of the per- 
turbation with the mechanism of the reac- 
tion. Furthermore, these interactions may 
result in a shift of the temporal relation of 
AG relative to the rate, that is a phase shift, 
which we show experimentally; there exists 
the possibility of changes in the dissipation 
of the reaction, in power output, and in the 
efficiency of coupled processes (10, 11). 

There is an analogy, to some extent, in 

comparing reactions in stationary states ver- 
sus driven or autonomous oscillatory reac- 
tions to comparing dc and ac circuits (12, 
13); AG is analogous to a voltage V, and the 
rate is analogous to a current I. In a station- 
ary state, AG and the rate are constant, and 
so are the voltage and current at points in a 
dc circuit. Both the dissipation [AG(*rate)] 
and V*I are constant. In an ac circuit, V and 
I vary sinusoidally, and the phase relation as 
well as the average values of these quantities 
are important in determining properties 
such as dissipation or power output. Simi- 
larly, in driven or autonomous oscillatory 
reactions in which concentrations of chemi- 
cal species vary in general nonsinusoidally, 
the phase relation of AG and the rate is a 
new important quantity and is one factor in 
determining the dissipation, power output, 
and efficiency; other factors are the average 
values of AG and the rate. 

We studied the highly nonlinear oxida- 
tion of NADH catalyzed by the enzyme 
horseradish peroxidase (HRP) under condi- 
tions of continuous oxygen supply (either 
steady or oscillatory) (14, 15). NAD' is sim- 
ultaneously recycled to NADH by a glu- 
cose-6-phosphate dehydrogenase (G6PDH) 
system (16, 17). 

1 
NADH + Hi + NADi + H2O 

(1) 
G6PDH 

NAD' + G6P - 6PGL 

The products of reaction 2, H +  and 6- 
phosphogluconolactone (6PGL), do not in- 
terfere with the HRP reaction. The HRP 
reaction is convenient for study because the 
NADH concentration can be monitored 
continuously with a spectrophotometer and 
the O7 concentration with a microelectrode. 
Oxygen was supplied to the system by an 
arrangement involving two computer-lmked 
mass flow controllers that precisely mix and 
regulate any combination of gas mixture 
(02 and N2) and flow rate (18). Waveforms 
used to produce periodic perturbations in 
the oxygen concentration were produced by 
a computer-controlled waveform generator. 
Time series measurements from the smctro- 
photometer, 0 2  electrode, and two mass 
flow controllers were read and recorded by a 
computer every 0.5 s. 

About 5 min after the start of a run (It?), 
sustained oscillations in NADH and O2 
concentration commence, and a stable oscil- 
latory state was reached after approximately 
15 rnin. A perturbation in the O2 concentra- 
tion in the gas inflow was then applied with 
a period integrally related to the period of 
the autonomous svstem. Perturbations were 
done at one, two, three, and four times the 
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Fig. 1. (A) Plot of NADH (dashed line) absorption and O2 (solid line) concentration in solution versus 
time. Oxygen input (not to scale) is shown above. The O2 perturbation is +50% of its original value, 
and its period of 60 s. (B) Plot of NADH (dashed line) absorption and O2 (solid line) concentration in 
solution versus time. Oxygen input (not to scale) is shown above. The O2 perturbation is t 75% of its 
original value, and its period is 230 s. 
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Fig. 2. Plot of AG, and the rate of reaction 1 versus time for the data shown in Fig. 1A. Oxygen input 
(not to scale) is shown above. 
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Fig. 3. Phase difference between AG, and the rate of 1 in units of 2n for the data presented in Fig. 1A. 
Darkened symbols designate values calculated during the perturbation in O2 influx. 

natural period of the system with magni- 
tudes of 550% or 5 75% of the original O2 
concentration (19). The total flow rate dur- 
ing a perturbation was kept constant by 
continuous computer adjustment of the N2 
flow. The perturbation was applied for an 
integral number of cycles, typically 8 to 15, 
depending upon the period of the perturba- 
tion (20). 

The experiments were analyzed by first 
converting the NADH and 0 2  measure- 
ments to concentrations as a h c t i o n  of 
time. The total concentration of NADH + 
NAD decreased linearly during the course of 
the reaction because of the slow decomposi- 
tion of NADH at pH 6.0 (21). We calculat- 
ed the NAD' concentration as a hnction of 
time by subtracting the NADH concentra- 
tion from the corrected total (NADH + 
NAD) concentration, from which we calcu- 
lated AGl of reaction 1. The rate of the 
HRP reaction was determined from the 
slope of the measurements of NADH as a 
function of time and the known rate of 
reaction 2 (22). The dissipation of Eq. 1 was 
calculated at each point from the equation D 
= AGl*rate. 

Two time series from typical experimental 
runs are shown in Fig. 1. Switching a con- 
stant input of 0 2  to a sinusoidally varying 
input at the frequency of the autonomous 
oscillation led to a periodic response of the 
system (Fig. lA), whereas switching to a 
sinusoidally varying 0 2  input with a period 
of four times the autonomous period (Fig. 
1B) led to an almost periodic response. 
Distinct changes occurred in each case in 
NADH and oxygen concentrations in solu- 
tion from the steady to oscillatory input of 
0 2 .  

The calculated instantaneous time series 
of the rate and AG of reaction 1 for the time 
series presented in Fig. 1A are shown in Fig. 
2. The spiked time dependence of the rate is 
due to the on-off nature of the HRP mecha- 
nism. The temporal variation of AG1 reflects 
the changing concentrations of NAD+, 
NADH, and 0 2 .  The phase between the 
thermodynamic force (AG1) and flux (HRP 
rate) of the reaction is changed by perturb- 
ing the O2 supply. For a constant 0 2  supply, 
AG1 and the rate of the HRP reaction peak 
almost simultaneously. During the pertur- 
bation, AG1 of the reaction peaks ahead of 
the rate of 1. In Fig. 3, we plot the measured 
phase shift between AG1 and the rate of 1 
before, during, and after the periodic pertur- 
bation in 0 2  supply. During the perturba- 
tion, the phase difference between AG1 and 
the rate of 1 increases noticeably. 

In Fig. 4A, we show the average NADH 
concentration and dissipation of the HRP 
reaction obtained from the measurements 
given in Fig. lA, averaged over complete 
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cycles of oscillation. At the beginning of the 
perturbation of 0 2  inflow, the NADH con- 
centration immediately begins to rise and 
the dissipation decreases sharply. As the 
system approaches its asymptotic state (its 
new attractor), the average NADH concen- 
tration is greater than that before the pertur- 
bation, while the dissipation approaches an 
average value near that of the unperturbed 
system. The NAD+ concentration evolves to 
a lower average value during the perturba- 
tion since, at any time, the sum of NADH 
and NAD+ is constant (after a small correc- 
tion). When the oscillatory perturbation is 
removed, the average NADH concentration 
begins to decrease -and the average dissipa- 
tion increases sharply as the phase shift 
between AG1 and the rate 1 decreases. As 
the svstem relaxes back to its autonomous 
state, the dissipation approaches its value 
before the perturbation. The rapid change in 
phase between AG1 and the rate 1 (Fig. 3) 
upon the application of the periodic pertur- 
bation causes a rapid decrease in the dissipa- 
tion. The slower increase in NADH concen- 
tration, however, raises the average AG, 
thus increasing the dissipation. 

A similar treatment of the time series of 
Fig. 1B is shown in Fig. 4B. The average 
NADH concentration during the perturba- 
tion is less than that without the perturba- 
tion, and the dissipation during the pertur- 
bation is less than before the perturbation 
because of the phase shifting of AG1 and the 

rate 1 (time series not shown). In this case, 
both phase shifting and change in AG1 
contribute to lowering the dissipation. 

The reproducibility of the results de- 
scribed above has been verified. Although 
absolute numbers may vary from day to day, 
the same effects are always observed when 
the constant influx of oxygen is switched to 
an oscillatory influx. In order to assure 
ourselves that the same average flux of 0 2  

was reaching the solution during a perturba- 
tion, the average flow rate of 0 2  into the 
reaction vessel was measured before, during, 
and after a perturbation. The average influx 
of 0 2  during a perturbation was found to 
deviate by less than 0.8% from the constant 
influx, and this deviation is uncorrelated 
with observed phase shifts, increases or de- 
creases in dissipation, average concentra- 
tions, and so forth. 

The specific observations presented are 
indicative of a wide range of possible 
changes resulting from an oscillatory input 
of reactant: lower or higher on-average con- 
centrations of a product, rates of reaction, 
AG, and dissipation. For such changes to 
occur, the reaction under study need not 
necessarily be in an oscillatory state; a reac- 
tion in a stable focus (a stable steady state 
that, when perturbed, decays with an oscilla- 
tory component) shows similar effects [see 
(23) for experimental confirmation of some 
of the concepts presented here in a combus- 
tion reaction and thermal engine]. Such 

0.520 0495 

0.505 0.490 

OA90 0.485 - 
C 
0 

U) .- . 
C 3 

U) 
5 .- 

.a C m 
m P .- 
I 
P I S ' ,695 OA2 

0.670 04 0 

0.3 8 

1900 2300 2700 3 100 3500 3900 
Time (s) 

Fig. 4. Plots of average NADH concentration (D and b) and average dissipation (0 and e) for the 
data shown in (A) Fig. 1A and (B) Fig. IB, respectively. Averages are calculated over each complete 
cycle of oscillation and plotted at the center of each peak (calculated from the first moment). Darkened 
symbols designate averages calculated during the perturbation in O2 input. 

changes are manifestations of "alternating 
current" chemical kinetics: AG is the analoa 
of the voltage, the rate is the analog of thi 
current, and the power output and dissipa- 
tion depend on several factors including 
phase shifting between the forces and fluxes 
and changes in the average values of the 
forces and fluxes. Many heterogeneous reac- 
tions are highly nonlinear and are amenable 
to changes in steady-state concentrations as 
discussed here (24). For reactions with lin- 
ear or near-linear kinetics, an oscillatory 
input of reactants increases the dissipation. 

A decrease in dissipation in a chemical 
reaction that acts as an energy transduction 
device may lead to an increased power out- 
put and efficiency (25). Consider the reac- 
tion of a proton pump, 

ATP + H+(kl )  + ADP + H+(k2) + P 
(3) 

where P denotes phosphate. The chemical 
potential of protons ~2 on the side of the 
membrane to which the protons are pumped 
is greater than k1. The dissipation of the 
overall process may be changed by an oscil- 
latory reactant input, and the power output, 
(k2 - k1) times the rate of proton pump- 
ing, may be increased for the same power 
input (the difference in AG for the hydroly- 
sis of ATP times its rate) (26, 27). Thus the 
efficiency of energy utilization and transduc- 
tion may be controlled through the modula- 
tion of the input of reactants (or other 
constraints). In addition, an external period- 
ic perturbation may also alter the final state 
of the reacting system, which changes AG. 
Changes in efficiency may come about 
through a combination of these factors. 

These results are of interest to the biologi- 
cal process of producing and maintaining 
concentration gradients by the continuous 
consumption of a chemical fuel. The ability 
to change an average steady-state concentra- 
tion, by means of an oscillatory versus con- 
stant input of fuel, without changing the 
average input of fuel, gives the system a 
means to adjust to changing demands on the 
concentration gradient without radical 
changes in fuel supply; only the mode of 
supply of the fuel need be changed, which 
may be a less costly option. A system may 
thereby be able to adjust rapidly to a change 
in the concentration requirement for a bio- 
logical product without changing the aver- 
age amount of fuel consumed. 
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the effects on atmospheric circulation, with 
less attention given to changes in the global 
distribution of climate brought about by the 
presence of mountains. Manabe and Terp-
stra (3) briefly discussed the impact of orog­
raphy on the precipitation distribution, on 
the basis of simulations of the January cli­
mate with and without mountains. In their 
simulations, a zonal belt of moderate precip­
itation formed in the mid-latitudes of the 
Northern Hemisphere in the case without 
mountains, but interruptions in the belt 
over the interiors of Eurasia and North 
America developed in their experiment with 
orography. In a subsequent study using a 
model with orography and incorporating 
seasonal variation, Manabe and Holloway 
(4) compared the simulated and observed 
distributions of global climate. Their model 
simulated the mid-latitude dryness of the 
Eurasian interior, and they suggested that 
the presence of the Tibetan Plateau is impor­
tant in maintaining central Asian aridity. 

Recently, a series of studies was conduct­
ed in which large-scale uplift of the Tibetan 
Plateau and the western United States was 
linked to the changes in climate during the 
past 30 to 40 million years (5-7). As part of 
that work, climate model experiments were 
run with the Community Climate Model of 
the National Center for Atmospheric Re­
search. In these experiments, a global model 
with prescribed soil moisture and snow cov­
er was used to simulate climate with and 
without mountains. Although the model 
was not integrated through a complete sea-

Mountains and Arid Climates of Middle Latitudes 

S. MANABE AND A. J. BROCCOLI 

Simulations from a global climate model with and without orography have been used 
to investigate the role of mountains in maintaining extensive arid climates in middle 
latitudes of the Northern Hemisphere. Dry climates similar to those observed were 
simulated over central Asia and western interior North America in the experiment 
with mountains, whereas relatively moist climates were simulated in these areas in the 
absence of orography. The experiments suggest that these interior regions are dry 
because general subsidence and relatively infrequent storm development occur up­
stream of orographically induced stationary wave troughs. Downstream of these 
troughs, precipitation-bearing storms develop frequently in association with strong jet 
streams. In contrast, both atmospheric circulation and precipitation were more zonally 
symmetric in the experiment without mountains. In addition, orography reduces the 
moisture transport into the continental interiors from nearby oceanic sources. The 
relative soil wetness of these regions in the experiment without mountains is consistent 
with paleoclimatic evidence of less aridity during the late Tertiary, before substantial 
uplift of the Rocky Mountains and Tibetan Plateau is believed to have occurred. 
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