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Nonequilibriurn Molecular Motion in a Hypersonic 
Shock Wave 

Molecular velocities have been measured inside a hypersonic, normal shock wave, 
where the gas experiences rapid changes in its macroscopic properties. As first 
hypothesized by Mott-Smith, but never directly observed, the molecular velocity 
distribution exhibits a qualitatively bimodal character that is derived from the 
distribution functions on either side of the shock. Quantitatively correct forms of the 
molecular velocity distribution function in highly nonequilibrium flows can be 
calculated, by means of the Direct Simulation Monte Carlo technique. 

T HE MOTION OF MOLECULES IN SYS- 

tems that are not in equilibrium has 
attracted attention since the formula- 

tion of the Boltzmann equation (1-3). A 
convenient place to find extremely nonequi- 
librium conditions is the interior of a normal 
shock wave in a gas, where the macroscopic 
properties of the gas change dramatically 
over a few molecular mean free paths (4). 
Within a shock an upstream equilibrium 
distribution moving at supersonic speeds 
makes a transition to a downstream, higher 
temperature equilibrium distribution drift- 
ing at subsonic speeds. For hypersonic 
shocks the wave's thickness, which is the 
characteristic distance required for the up- 
stream to downstream transition, is typically 
about five times the molecular mean free 
path in the undisturbed flow upstream of 
the shock front. For flows produced in a 
wind tunnel with a constant total energy 
(constant stagnation temperature), the up- 
stream static temperature decreases as the 
flow Mach number (M) increases; as a re- 
sult, the random molecular motion of the 
upstream molecules occupies a progressively 
smaller volume of velocity space. The higher 
the value of M, the easier it is to observe 

vides advantages analogous to the simplifi- 
cation of rotational and vibrational spectra 
achieved by flow cooling in expanding gas 
flows (5) .  In the experiments described here 
velocity space simplification was used to 
observe the extremely nonequilibrium mo- 
lecular motion in a M = 25 helium shock 
wave. The flow's upstream static tempera- 
ture was 1.5 K, and the downstream tem- 
perature was 280 K. A qualitatively bimodal 
molecular velocity distribution function was 
observed and compared in detail to predic- 
tions from both the Direct Simulation Mon- 
te Carlo (DSMC) technique developed by 
Bird (6) and the Mott-Smith assumption (7) 
of a simple weighted combination of up- 
stream and downstream equilibrium distri- 
butions. Both Bird and K. Nanbu [see dis- 
cussions in (3, 6)] have shown that the 
assumptions used in implementing the 
DSMC technique can be made consistent 
with the assumptions underlying the Boltz- 
mann equation. 

In addition to shock waves in low-density 
gases, shocks in liquids have been studied (3, 
8, 9), both with the use of the Navier-Stokes 
equations and molecular dynamics calcula- 
tions. Temperature, density, and velocity 

details of the transition in the molecular profiles in iiquid argon appear to be de- 
motion as the gas adjusts between its up- scribed successfully by the Navier-Stokes 
stream and downstream distributions. equations for behind-the-shock pressures up 

Such velocity space simplification pro- to-about 30 kbar, as inferred by comparisons 
to molecular dynamics calculations (8). For 
a pressure of 400 kbar, the molecular 

Depamnent of Aerospace En~ineerink U n y t y  of dynamics calculation gives a thicker shock 
Southern California, Los Ange es, CA 0089 than the Navier-Stokes equations. A similar 
*To whom correspondence should be addressed. behavior is found in gases for M > 2 when 

DSMC calculations of shock thickness are 
compared to results from the Navier-Stokes 
equations. On the basis of a molecular 
dynamics calculation, the 400-kbar liquid 
argon shock exhibits a temperature over- 
shoot of the streamwise component of the 
random molecular motion (8) that is quali- 
tatively similar to shock waves in low-densi- 
ty gases. On the other hand, application of 
the Mott-Smith molecular velocity distribu- 
tion to a 400-kbar liquid argon shock appar- 
ently gives results that do not compare well 
to the molecular dynamics calculation (8). 
For low-density gases the Mott-Smith distri- 
bution describes the molecular motion ade- 
quately at M = 1.59 (10) but not at M = 
25. In the dilute gas limit, molecular dynam- 
ics calculations represent a solution of the 
Boltzmann equation but are computational- 
ly inefficient as compared to the DSMC 
technique (3, 6) .  

Measurements of the molecular velocity 
distribution functions in normal shock 
waves have been reported for M = 1.59 in 
helium (I  I) and M = 7.18 in argon (12). In 
each case the distribution functions were 
observed by measuring the intensity profiles 
of predominantly Doppler-broadened emis- 
sion lines excited by an electron beam with a 
diameter of -1 mm and an energy of 20 
keV as it passed through the shock. Known 
as the electron beam fluorescence technique, 
it has been described in detail elsewhere 
(13). Electron beam fluorescence is useful in 
gases such as helium that cannot convenient- 
ly be probed by laser-induced fluorescence 
techniques. Emission from a short length 
(;=I mrn) of the stimulated radiation was 
used in the experiments. Spectral and thus, 
by means of the Doppler effect, velocity- 
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Fig. 1 .  Experimental arrangement and nornencla- 
ture; h,,  mean free path. 

SCIENCE, VOL. 245 



space resolution was achieved with two 
gbry-Perot etalons operated in tandem [see 
(12, 14) for details]. The combination of 
instrument, natural, and excitation broaden- 
ing was small for the previous M = 1.59 
helium measurements but quite significant 
compared to the Doppler broadening for 
the M = 7.18 argon results; a direct obser- 
vation of the bimodal nature of the distribu- 
tion function was not possible in either of 
these two experiments. In the experiments 
reported here the total of all broadening 
sources other than Doppler broadening was 
small, being equivalent to about 2 K. The 
combination of small broadening and ex- 
treme velocity space simplification made it 
possible to observe bimodal distributions 

  he' velocity distribution function mea- 
surements are actually a simple moment of 
the distribution function because the excita- 
tion by the electrons is broad-band and not 
sensitive to molecular velocities. Velocity 
resolution is obtained only in the direction 
of the optical axis of the detection system. In 
this case two directions were used, directly 
upstream (referred to here as a parallel mea- 
surement) and perpendicular to the flow 
(referred to as a perpendicular measure- 
ment). The molecular motion in directions 
normal to the direction of the detector's 
optical axis is not seen, and thus the mea- 
surement is of the simple moment F(w) = 
jjf(u,v,w)dudv, whereficr,v,w) is the molecu- 
lar velocity distribution function; u, v, and w 
are the molecular velocity components; and 
w is in the direction of the observation. 

The M = 25 shock wave was generated in 
a low-density wind tunnel facility located at 
the University of California, Berkeley. A 
sketch of the experimental arrangement 
along with some shock wave nomenclature 
is shown in Fig. 1. The experiments were 
done as a preliminary to the M = 1.59 
helium measurements and other low M 
studies in argon-helium mixtures (14). In 
order to ~roduce a M = 25 shock. it was 
convenient to expand helium in a free jet 
expansion through an orifice 3 rnm in diam- 
eter from a stagnation pressure of 150 torr 
and a temperature of 296 K. Helium was 
used as the test gas because of its large 
Doppler effect and because it can be expand- 
ed in a free jet to very low temperatures 
without forming clusters. A tube 7.6 cm in 
diameter and 3.8 un long with sharpened 
edges at the upstream end was used as a 
shock holder. Its leading edge was placed 
7.6 cm downstream of the iet's orifice. A 
variable-resistance flow constriction at the 
downstream end of the shock holder was 
used to adiust the shock to be flat. The shock 
had a maximum slope thickness of about 6 
mm (6, in Fig. 1). The M = 25 shock was 

studied by traversing the entire jet flow and 
shock holder relative to the electron beam 
(Fig. 1). At several geometric positions in 
the shock, line profiles were obtained for 
observations both perpendicular and parallel 
to the flow direction. The 501 5.67 A helium 
line ( 3 l ~  -, 2 l ~ )  was observed, and atten- 
tion was paid to potential experimental pit- 
falls (13). 

Because of the shock's thickness and the 
diverging nature of the free jet flow, it was 
impossible to identify, relative to any ideal, 
one-dimensional normal shock wave, exactly 
where a particular measurement was being 
made. This was so despite shock wave densi- 
ty profiles that were also obtained with the 
electron beam fluorescence technique (15). 
Because of this uncertainty, the subsequent 
low M helium and helium-argon measure- 
ments, as well as the M = 7.18 argon study, 
were done in very nearly paralli~, nozzlk- 
generated free stream flows. 

Because of the difficulty encountered in 
interpreting the shock wave in the free jet 
flow, the data on the distribution functions 
in the high M helium shock were not pub- 
lished when they were obtained (December 
1966). Recently, we have been doing de- 
tailed comparisons, based on different inter- 
molecular force laws, between DSMC tech- 
nique predictions of molecular velocity dis- 
tribution functions in the M = 1.59 and M 
= 7.18 shock waves (16). During this study 

Fig. 2. Predicted and experimental velocity distri- 
butions: (a) ii = 0.285, (b) ii = 0.565; (A, 0) 
experimental values; ( - ) DSMC parallel; 
( - - - ) DSMC perpendicular. 

we discovered what appeared to be a way to 
interpret the M = 25 results. It was realized 
that the form of the parallel distributions is 
extremely sensitive to position in the shock 
wave, where the position is indicated by the 
nondimensional density rise A (for the defi- 
nition of A, see Fig. 1). Taking a cue from 
this observation, we calculated parallel and 
perpendicular distribution functions, Fp and 
F,, for a M = 25 shock as a function of A. 
We accomplished the calculations by using a 
DSMC technique code developed by Erwin 
and Pham-Van-Diep (16), derived from 
Bird's most recent shock wave program 
(1 7). These particular calculations were 
done for a Maitland-Smith intermolecular 
potential (18) with a distance parameter of 
2.976 A and a well depth of 10.9 K; differ- 
ential scattering cross sections derived from 
the potential were used in the calculations. 
The predicted parallel distributions were 
compared to the data in an iterative process 
in order to find the A from the prediction at 
which the best match was obtained with 
each measured Fp. We did the comparisons 
by convolving the predicted distributions 
with the known instrument and natural line- 
broadening profiles. The giving the best fit 
to a particular experimental Fp was assigned 
as the A position in a corresponding ideal 
normal shock wave for the geometric posi- 
tion of the measurements. 

The results of the matching procedure are 
shown for two of four available positions in 
Fig. 2 with both Fp and F, included; the 
found for each measurement position is 
indicated. A shock wave density-profile can 
be constructed on the basis of the 6 values 
determined by the matching and the known 
location of each measurement. With the 
number density that the diverging free 
stream would have at the center of the 
experimental shock as the free stream densi- 
ty, a DSMC technique prediction of the 
shock's density profile is in excellent agree- 
ment with the derived experimental points, 
providing credibility for the somewhat arbi- 
trary procedure outlined above. The experi- 
mental profiles can be compared to Mott- 
Smith profiles for A positions found from 
the DSMC comparison. A typical compari- 
son of a Mott-Smith and an experimental 
distribution is shown in Fig. 3, where each 
distribution has been normalized by its max- 
imum value to illustrate the differences in 
shape. 

For both Fp and F, the molecular motion 
is highly nonequilibrium (Fig. 2). For the 
perpendicular distributions the uncollided 
free-stream remnant has a zero average drift 
velocity, as does the downstream portion of 
the distributions. In the parallel direction 
the two are separated by &e change in flow 
velocity across the shock wave. The distribu- 
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Flg. 3. Mott-Smith distribution and experiment 
(ii = 0.285), illustrating failure to account for 
scattered molecules. Refer to Fig. 2a for DSMC 
technique comparison to the same results. 

tions in Fig. 2 exhibit qualitatively unmis- 
takable bimodal forms that have not been 
observed directly in any other study. Such a 
form was originally hypothesized by Mott- 
Smith (7).  The distributions predicted by 
the DSMC technique are quantitatively rep- 
resentative of the observed distributions. On 
the other hand, there is an obvious quantita- 
tive difference between the observations and 
the Mott-Smith distribution in Fig. 3, 
which is caused by the presence in the 
experimental results of a large population of 
scattered molecules with velocities interme- 
diate between those of the upstream and 
those of the downstream equilibrium distri- 
butions. The comparison shown in Fig. 3 is 
typical of the quantitative relationship be- 
tween the experiments and the Mott-Smith 
distributions for all of the positions in the 
shock for which data are available. Predic- 
tions of the shock wave distribution func- 
tions from numerical solutions of the Boltz- 
mann equation due to Yen and Ng (19) also 
exhibit a bimodal structure that, although 
not directly comparable to the M = 25 
results, appears qualitatively similar to the 
distributions measured in the experiments. 

We believe that the distribution function 
measurements described here show that for 
monatomic gas flows with only elastic bina- 
ry collisions, the DSMC technique provides 
an accurate quantitative prediction of the 
molecular motion in highly nonequilibrium 
gas flows. Because the scattered component 
of the molecular motion was particularly 
well isolated by the extreme simplification of 
the upstream distribution function, the 
quantitative agreement between experiment 
and prediction represents an important, de- 
tailed test of the prediction technique. 
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Synthesis of Organic Salts with Large Second-Order 
Optical Nonlinearities 

A series of organic salts, in which the cation has been designed to have a large 
molecular hyperpolarizability, has been prepared. Variation of the counterion (anion) 
in many cases leads to materials with large powder second harmonic generation 
efficiencies, the highest of which is roughly 1000 times that of a urea reference. 

T HE DESIRE TO UTILIZE NONLINEAR 

optical (NLO) properties of materi- 
als in applications such as telecom- 

munications, optical data storage, and opti- 
cal information processing has created a 
need for new materials with very large sec- 
ond-order susceptibilities [x(~)]  (1-3). It is 
well established &at .rr donor-acceptor com- 
pounds with their large differences between 
ground-state and excited-state dipole mo- 

it is possible to orient the NLO active 
molecule in a glassy polymer matrix (1 1). 

We present evidence that variation of 
counterions in organic salts is a simple and 
highly successful approach to creating ma- 
terials with very large x('). Meredith dem- 
onstrated that (CH3)'NCa4 - CH= C H  - 
C5H4N(CH3)+CH3S04- has a second har- 
monic generation (SHG) efficiency that is 
roughly 220 times that of urea (for a h d a -  

Gents as well as large transition dipole mo- mental wavelength A = 1907 nm) (IZ), 
ments can exhibit large molecular second- which until recently (13) was the largest 
order optical nonlinearities (4). It is impera- powder SHG efficiency reported. He sug- 
tive that the nonlinear molecules reside in a gested that in salts coulombic interactions 
noncentrosymmetric environment if the mo- 
lecular hyperpolarizability (P) is to lead to 
an observable bulk effect [ X ( 2 ) ] .  Roughly 
75% of all organic molecules crystallize in 
centrosymmetric space groups, leading to 
materials with vanishing X ( 2 )  (5). Strategies 
used to overcome this major obstacle in- 
clude the use of chiral molecules (6), the 

:odd override the deleterious dipolar inter- 
actions that provide a strong driving force 
for centrosymmetric crystallization in cova- 
lent compounds (12). The use of ionic com- 
pounds further improves one's chances of 
achieving a noncentrosymmetric crystal 
structure because, in addition to the ratio- 
nale described above, the counterions both 

incorporation of functional groups that en- separate and screen the dipolar chromo- 
courage asymmetric intermolec~lar hydro- phores from one another, thus reducing the 
gen bonding (6, 7), the synthesis of mole- 
cules with very small ground-state dipole 
moments but larger excited-state mO- S. R. Marder and J. W. Perry, Jet Propulsion Laborato 
ments (8) ,  and the incorporation of the California Institute ofTechn010 Pasadena, CA 9110y: 

W. P. Schaefer, Division of gemistty and Chemical 
chromo~hore into (9) and Engineering, California Institute of Technology, Pasade- 
hosts (10). In addition to these approaches, na, CA 91125. 
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