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Interpretation of Cloud-Climate Feedback as Produced 
by 14 Atmospheric General Circulation Models 

Understanding the cause of digerences among general circulation model projections of 
carbon dioxide-induced climatic change is a necessary step toward improving the 
models. An intercomparison of 14 atmospheric general circulation models, for which 
sea surface temperature perturbations were used as a surrogate climate change, showed 
that there was a roughly threefold variation in global climate sensitivity. Most of this 
variation is attributable to differences in the modelsy depictions of cloud-climate 
feedback, a result that emphasizes the need for improvements in the treatment of 
clouds in these models if they are ultimately to be used as climatic predictors. 

0 BSERVED AND PROJECTED IN- 

creases in the concentration of at- 
mospheric C 0 2  and other green- 

house gases have stimulated considerable 
interest in modeling climatic change. The 
most detailed climate models for this pur- 
pose are three-dimensional general circula- 
tion models (GCMs). Although most 
GCMs are of similar design, there are signif- 
icant differences among GCM projections of 
climatic warming as induced by increasing 
levels of atmospheric carbon dioxide (1, 2). 
The reasons for these differences are not 
l l l y  understood, but variations in how 
cloud-climate feedback processes are simu- 
lated in the various models are thought to be 
largely responsible (3); cloud feedback is 
dependent on all aspects of a model and not 
just on cloud formation parameterizations. 
Clearly there is a need to isolate and to 
understand better cloud feedback mecha- 
nisms in GCMs, and, more specifically, to 
determine if they are a significant cause of 
intermodel differences in recent climate- 
change projections. Consequently we have 

GCM simulations for a doubling of atmo- 
spheric C 0 2  concentration, one with com- 
puted clouds and the other with clouds that 
were invariant to the change in climate, 
Wetherald and Manabe have suggested (5)  
that cloud-climate feedback amplifies global 
warming by the factor 1.3. A somewhat 
larger amplification (1.8) was estimated by 
Hansen et al. (6) using a one-dimensional 
climate model to evaluate climate feedback 
mechanisms in a different GCM. 

The global-mean direct radiative forcing, 
G, of the surface-atmosphere system is eval- 
uated by holding all other climate pararne- 
ters fixed. It is this quantity that induces the 
ensuing climate change, and physically it 
represents a change in the net (solar plus 
infrared) radiative flux at the top of the 
atmosphere (TOA). For an increase in the 
C 0 2  concentration of the atmosphere, G is 
the reduction in the emitted TOA infrared 
flux resulting solely from the C 0 2  increase, 
and this reduction results in a heating of the 
surface-atmosphere system. The response 
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the differences among models, we have fo- 
cused first on atmospheric processes, be- 
cause these uncertainties must be under- 
stood before others can be addressed. For 
simplicity, we have emphasized solely glob- 
al-average quantities, and we adopted the 
conventional interpretation of climate 
change as a two-stage process: forcing and 
response (4). The concept of global-average 
forcing and response has proven usehl in 
earlier interpretations of cloud-climate feed- 
back. For example, by performing two 
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process is the change in climate that is then 
necessary to restore the TOA radiation bal- 
ance, such that 

where F and Q respectively denote the glob- 
al-mean emitted infrared and net downward 
solar fluxes at the TOA. Thus AF and AQ 
represent the climate-change TOA respons- 
es to the direct radiative forcing G, and 
these are the quantities that are impacted by 
climate feedback mechanisms. Furthermore, 
it readily follows that the change in surface 
climate, expressed as the change in global- 
mean surface temperature AT,, is related to 
the direct radiative forcing G by 

AT, = AG (2) 

where A is the climate sensitivity parameter 

A = 
1 

AFIAT, - AQIAT, (3) 

An increase in A thus represents an increased 
climate change due ;o a given climate 
forcing G .  

A simple example illustrates the use of A 
for evaluating feedback mechanisms. If only 
the basic temperature-radiation negative 
feedback exists, then climate change refers 
solely to temperature change, and there are 
no related changes in atmospheric composi- 
tion, lapse rate (vertical temperature gradi- 
ent), or surface albedo (reflectance). Thus 
AQIA T,  = 0, and AFIA T ,  is evaluated with 
the assumption that F = CUT!  (7), where a 
is the Stefan-Boltzmann constant and E is 
the emissivity of the surface-atmosphere sys- 
tem, which is constant in this case. I t  then 
follows that AFIA T,  = 4FIT, = 3.3 W m-2 
K-' for conditions typical of Earth, so that 
in the absence of inteictive feedback mech- 
anisms, A = 0.3 K m2 W-'. 

A well-known positive feedback mecha- 
nism is water-vapor feedback (8) ,  in which a 
warmer atmosphere contains more water 
vapor, which as a greenhouse gas amplifies 
the initial warming. Climate models that 
contain this positive feedback process typi- 
cally give AFIAT, = 2.2 W mV2 K-I. In 
addition, the increased water vapor increases 
the atmospheric absorption of solar radia- 
tion, and for a typical model this positive 
feedback yields AQIAT, = 0.2 W m-2 K-'. 
Thus, with the inclusion of water-vapor 
feedback A is increased from 0.3 to 0.5 K m2 
w-I. 

Whereas water-vapor feedback is intu- 
itively straightforward to understand, cloud 
feedback is a far more complex phenome- 
non. There are several wavs that clouds can 
produce feedback mechanisms. For exam- 
ple, if global cloud amount decreases be- 
cause of climate warming, as occurred in 
simulations with the 14 GCMs we em- 

ployed, then this decrease reduces the infra- 
red greenhouse effect attributed to clouds. 
Thus as Earth warms it is able to emit 
infrared radiation more efficiently, moderat- 
ing the global warming and so acting as a 
negative climate feedback mechanism. But 
there is a related positive feedback: the solar 
radiation absorbed by the surface-atmo- 
sphere system increases because the dimin- 
ished cloud amount causes a reduction of 
reflected solar radiation by the atmosphere. 
The situation is further complicated by cli- 
mate-induced changes in both cloud vertical 
structure and cloud optical properties, 
which result in additional infrared and solar 
feedbacks (2). 

In our intercomparison, cloud effects 
were isolated by separately averaging a mod- 
el's clear-sky TOA fluxes (2, 9), such that in 
addition to evaluating climate sensitivity for 
the globe as a whole, we were also able to 
consider an equivalent "clear-sky" Earth. In 
other words, a model's clear-sky TOA infra- 
red and solar fluxes were separately stored 
during integration and then globally aver- 
aged by use of conventional latitudinal area 
weighting. When used in conjunction with 
Eq. 3, a single model integration thus pro- 
vided not only the global climate sensitivity 
parameter but also a second sensitivity pa- 
rameter that refers to a clear-sky Earth with 
the same climate as that with clouds present. 
In effect, we processed GCM output in a 
manner similar to the way in which data is 
processed in the Earth Radiation Budget 
Experiment ( l o ) ,  an experiment that also 
produces an equivalent clear-sky Earth. 

Our choice of a model intercomparison 
simulation was governed by several factors. 
Ideally the climate simulation should refer to 
a relevant situation, such as increasing the 
atmospheric C 0 2  concentration. Only 3 of 
the 14 models, however, have been em- 
ployed for this purpose. Furthermore, these 

three models have, at least in part, differing 
climate sensitivities because their control 
(that is, present-day) climates are different 
(2, 3). If a model produces a control climate 
that is either too warm or too cold, then it 
will respectively produce a climate sensitiv- 
ity parameter that is too small or too large, 
and clearly the intercomparison simulation 
had to be designed to eliminate this effect. 
There was also a ~ractical constraint: the 
C 0 2  simulations require large amounts of 
computer time for equilibration of the rath- 
er primitive ocean models that have been 
used in these numerical experiments. 

As an alternative that eliminated both of 
the above-mentioned difficulties, we adopt- 
ed 2 2  K sea surface temperature (SST) 
perturbations, in conjunction with a perpet- 
ual July simulation, as a surrogate climate 
change for the sole purpose of intercompar- 
ing climate sensitivity (2). This procedure is 
in essence an inverse climate change simula- 
tion. Rather than introducing a forcing G 
into the models and then letting the climate 
respond to this forcing, we instead pre- 
scribed the climate change and let the mod- 
els in turn produce their respective forcings 
in accordance with Eq. 1. This procedure 
eliminated the substantial computer time 
required for equilibration of the ocean. The 
second advantage was that because the same 
SSTs were prescribed (II) ,  all of the models 
had essentially the same control climate be- 
cause land temperatures are tightly coupled, 
through atmospheric transport, to the SSTs. 
The models then all produced a global-mean 
AT. between the -2 K and + 2  K SST 
perturbation simulations that was close to 4 
K, and different model sensitivities in turn 
resulted in different values for G. 

The perpetual July simulation eliminated 
another problem. Our study focused solely 
on atmospheric feedback mechanisms, and 
inspection of output from all the models 

Table 1. Summary of the GCMs used in the intercomparison (13). There are two GFDL models. 
NCAR, National Center for Atmospheric Research. 

Model Investigators 

Canadian Climate Center (CCC) 
Colorado State University (CSU) 
European Centre for Medium-Range Weather Forecasts (ECMWF) 
European Centre for Medium-Range Weather Forecasts-University of 

Hamburg (ECMWFNH) 
Geophysical Fluid Dynamics Laboratory (GFDL I and 11) 
Laboratoire de MCtCorologie Dynamique (LMD) 
Meteorological Research Institute of Japan (MRI) 
NCAR Community Climate Model, version 0 (CCMO) 
NCAR Community Climate Model, version 1 (CCM1) 
NCAR Community Climate Model-Lawrence Livermore National 

Laboratory (CCMILLNL) 
Oregon State University-Institute for Atmospheric Physics, Beijing 

(OSUIIAP) 
Oregon State Universitv-Lawrence Livermore National Laboratorv 

(~SUILLNL) 
United Kingdom Meteorological Office (UKMO) 

Boer and Blanchet 
Randall 
Morcrette 
Roeckner and Schese 

Wetherald 
Le Treut and Li 
Yagai 
Washington 
Slingo and Kiehl 
Ghan and Taylor 

Liang 

Cess and Potter 

Mitchell 
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showed that climate feedback caused by 
changes in snow and ice coverage was sup- 
pressed through use of a fixed sea ice con- 
straint and because the perpetual July simu- 
lations produced little snow cover in the 
Northern Hemisphere. For this reason we 
adopted global averages rather than the 60"s 
to 60°N averages used in an earlier study 
(2). 

Several of the 14 GCMs used in the 
intercomparison (designated by acronyms in 
Table 1) have common origins. The GFDL 
I1 model, relative to GFDL I, includes a 
parameterization for cloud albedo as a func- 
tion of cloud water content. The CCMO and 
CCMl are the standard versions (0 and 1) 
of the NCAR CCM, with version 1 contain- 
ing a revised radiation code. The CCMl 
LLNL GCM is CCMl with a fbrther solar 
radiation code revision and the incorpo- 
ration of cloud albedos as a function of 
cloud water content. The OSUiIAP and 
OSUILLNL GCMs are two-level models 
that contain modifications to the standard 
Oregon State University GCM. Both the 
numerical technique and the convective ad- 
justment parameterization were revised in 
the OSUIIAP model, whereas the solar radi- 
ation code was revised in the OSUILLNL 
GCM. The ECMWF GCM, relative to 
ECMWFIUH, has a revised radiation code 
and a smaller (factor of 2) horizontal reso- 
lution. 

All of the models treat two cloud types: 
stratiform (large-scale) and convective 
clouds. Except in the ECMWF and 
ECMWFAJH models, stratiform clouds are 
formed in a vertical atmospheric layer when 
the relative humidity exceeds a prescribed 
threshold value, which varies among models 
for 90 to 100%. The models then either 
prescribe 'the cloud cover in their respective 
grid areas, which vary in size from 2.8" by 

Table 2. Summary of climate sensitivity parame- 
ters for the perpetual July simulations; A, is the 
clear-sky sensitivity parameter. 

Model A kc 
(K m2 W-'1 (K m2 W-I) '"c 

CCC 
ECMWF 
GFDL I1 
csu 
OSUILLNL 
MRI 
GFDL I 
UKMO 
CCMl 
CCMILLNL 
LMD 
OSUIIAP 
ECMWFNH 
CCMO 

Mean 
SD 

2.8" to 5" by 7.5" in latitude by longitude, or 
calculate it as a function of relative humidity. 
In the ECMWF and ECMWFAJH GCMs, 
vertical velocity and lapse rate are also used 
as cloud predictors. 

The procedure for convective clouds is far 
less consistent. The CCC, the two GFDL, 
and the three CCM GCMs generate convec- 
tive clouds in the same way as they generate 
stratiform clouds. However, the fraction of 
the grid area that is covered by convective 
cloud varies from 30 to 100% among these 
models. In the remaining models a param- 
eterization is used that relates the convective 
cloud fraction to the convective precipita- 
tion rate. 

In the intercomparison of climate sensitiv- 
ity parameters, there was a nearly threefold 
variation in the global sensitivity parameter 
(Table 2), but excellent agreement in the 
clear sensitivity parameter. These clear val- 
ues are also consistent with our conventional 
interpretation of water-vapor feedback as 
discussed above. These results suggest that 
the substantial disagreements in global sen- 
sitivity can largely be attributed to differ- 
ences in cloud feedback. Understanding this 
point requires definitions of cloud feedback 
and cloud-radiative forcing. Cloud feedback 
has been discussed for roughly two decades, 
but there is considerable uncertainty as to its 
meaning; it has often been confbsed with 
cloud-radiative forcing, whereas it is actually 
related to a change in cloud-radiative forc- 
ing. 

Cloud-radiative forcing refers to the radi- 
ative impact of clouds on the earth's radia- 
tion budget as determined at the TOA. 
Denoting this impact as CRF, and letting 
the subscript c refer to clear-sky fluxes, then 

CRF = F, - F + Q - Q, (4) 
In this definition CRF is positive when 
clouds produce a warming of the surface- 
atmosphere system. Combination of Eqs. 1, 
2, 3, and 4 then yields 

AIA, = 1 + ACRFIG (5) 
where ACRF is the change in cloud-radia- 
tive forcing as induced by the change in 
climate and A, is the clear-sky climate sensi- 
tivity parameter (Table 2). 

Conceptually cloud feedback should be 
related to a change in cloud-radiative forc- 
ing, as illustrated in Eq. 5. In the absence of 
cloud feedback (that is, ACRF = O), the 
global sensitivity parameter equals that for 
clear skies. In turn, a departure of AIA, from 
unity is a measure of cloud feedback, and a 
AIA, > 1 denotes a positive feedback. Cloud- 
radiative forcing for Earth's present climate 
is a measurable quantity; the Earth Radia- 
tion Budget Experiment (ERBE) is current- 
ly producing this information (10). 

Fig. 1. The global sensitivity parameter A plotted 
against the cloud feedback parameter ACRFIG for 
the 14 GCM simulations. The solid line repre- 
sents a best-fit linear regression. 

Equation 5 provides a convenient means 
of understanding why cloud feedback is the 
primary cause of the intermodel variations 
in global climate sensitivity. A scatter plot of 
A versus the cloud feedback parameter 
ACRFIG for the 14 GCMs (Fig. 1) clearly 
shows that the intermodel differences in 
global climate sensitivity are dominated by 
their corresponding differences in ACRFIG: 
the points scatter about a regression line that 
is consistent with Eq. 5. The scatter results 
from the relatively minor intermodel differ- 
ences in the clear sensitivity parameter. This 
analysis thus supports the suggestion that 
cloud-climate feedback is a significant cause 
of intermodel differences in climate change 
projections. 

The GFDL I and I1 models provide a 
direct means of appraising a specific cloud 
feedback component attributed to cloud op- 
tical properties. In GFDL I1 the cloud albe- 
dos are dependent on cloud water content, 
whereas in GFDL I these albedos are me- 
scribed. Because cloud water content 
should, on average, increase as the climate 
warms, producing a related increase in cloud 
albedos, GFDL I1 should have, relative to 
GFDL I, a negative cloud feedback compo- 
nent (12). The global sensitivity parameter 
for GFDL I1 is 25% less than that for 
GFDL I (Table 2), consistent with this 
expectation. 

A similarly straightforward argument 
does not, however, apply to the CCMl 
versus CCMILLNL models, for which the 
latter also incor~orates cloud albedos that 
are dependent on cloud water content. An 
inspection of the output of these two GCMs 
shows, like the GFDL comparison, that 
CCMILLNL contains, relative to CCM1, a 
negative solar cloud feedback component. 
But unlike the case for GFDL I and 11, this 
negative feedback is compensated for by a 
positive cloud-amount feedback. The net 
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result is that the two models produced near- 
ly identical cloud feedback, as shown by 
their similar AIA, values (Table 2). Nor is it 
possible to segregate the 14 GCMs into low- 
and high-sensitivity groups on the basis of 
whether they do or do not incorporate cloud 
optical properties that depend upon cloud 
water content. The ECMWF and ECMWFI 
U H  GCMs also incorporate this effect, and 
they lie at opposite ends of the cloud feed- 
back spectrum (Table 2). Furthermore, even 
though the CSU and OSUILLNL GCMs 
produced nearly identical modest positive 
cloud feedback (Table 2), this was actually a 
result of compensation between vastly dif- 
ferent cloud feedback components. 

In summary, although the 14 atmospheric 
GCMs produced comparable clear-sky sensi- 
tivity parameters, when cloud feedback was 
included, compatibility vanished and there 
was a nearly threefold variation in climate 
sensitivity as produced by the models. The 
cloud feedback ranged from modest nega- 
tive to strong positive feedback. Clearly 
improvements in the treatment of clouds in 
GCMs are needed. But there are many other 
facets of a GCM, in addition to cloud optical 
properties and cloud formation parameter- 
ization~, that can influence cloud-climate 
interactions. The hydrological cycle, to cite 
one example, will most certainly play a 
dominant role. 

Many of these GCMs are in a continual 
state of evolution. Thus this intercompari- 
son is a snapshot that might no longer 
represent a specific model. Furthermore, 
these model-produced cloud feedbacks may 
not be representative of how the models 
would behave under realistic climate change 
conditions when they are coupled with in- 
teractive cryosphere and ocean models. Per- 
petual July simulations cannot be used for 
this purpose. Nor can the uniform SST 
perturbations, because they do not account 
for changes in equator-to-pole temperature 
gradients associated with actual climate 
change. For example, it has recently been 
speculated (10) that this latter effect, by 
itself, may produce a cloud feedback compo- 
nent resulting from latitudinal shifts in gen- 
eral circulation patterns. But these caveats 
do not alter our conclusion that 14 different 
GCMs produced a broad spectrum of cloud- 
climate feedback. 

Climate research benefits from a diversity 
of climate models. If only a limited number 
of models were available, we could not 
confidently conclude that the role of cloud 
feedback is a key issue for climate studies. 
Before this study, only two GCMs had been 
used to provide estimates of cloud feedback 
(5, 6) ,  and these two estimates showed 
much closer agreement than we have dem- 
onstrated. 

REFERENCES AND NOTES 
10. V. Ramanathan et al., Screr~ce 243, 57 (1989). 
11. R. C. Alexander and R. L. Moblev, Mon.  CVeather 

1. M. E. Schlesinger and J .  F. B. Mitchell, Rev 
Geot~hvs. 25. 760 119871. 

2. R i ) . '~ess  k d  G: L Pbtter, J. Geophyr. Rer 93, 
8305 (1988) 

3. Another important cause of these differences is that 
different climate models produce different control 
(that is, present-day) climates. For example, see (2); 
M. J .  Spelman and S. Manabe, J. Geophys. Rer.,  89, 
57 (1984). 

4. R. E. Dickinson, in Carbon Dioxide Review, W. C. 
Clark, Ed. (Clarendon, New York, 1982), pp. 101- 
133; G. L. Potter and R. D. Cess, J. Geophyr. Rex. 
89, 9521 (1984). 

5. R. T. Wetherald and S. Manabe, j. Atoms. Sci. 45, 
1397 (1988). 

6. J. Hansen et al., in Climate Processes and Climate 
Se~zritivity, J. E. Hansen and T. Takahashi, Eds. 
(Anlerican Geophysical Union, Washington, DC, 
1984), pp. 130-163. Hansen et al. indicated a 
feedback amplification due to clouds of 1.3 in their 
GCM study, but this value is for the absence of other 
feedback mechanisms. When water vapor and snow- 
ice feedbacks were included, their results implied a 
cloud feedback amplification of 1.8. 

7. R. D. Cess, J. Atmos. Sci. 33, 1831 (1976). 
8. S. Manabe and R. T. Wetherald, ibid. 24, 241 

(1967). 
9. T. P. Charlock and V. Ranlanathan, ibid. 42, 1408 

(1985); V. Ramanathan, J. Geophyr. R e f .  92, 4075 
(1987). 

Rev. 104, 143 (1976). 
12. V. K. Petukhov et al., Izv.  Acad. Sci. U . S . S . R .  

At~no,. Oceanic Phys. 11, 802 (1975); R. C. J. 
Somerville and L. A. Remer, J .  Geophys. Rer. 89, 
9668 (1984); M. E. Schlesinger, Nature 333, 303 
(1988). 

13. A brief description of the 14 GCMs will be provided 
in Cess et al. (in preparation); descriptions of indi- 
vidual models are available from the respective inves- 
tigators. 

14. Valuable insights and suggestions were provided by 
W. L. Gates and M. E. Schlesinger. This study 
represents one of several Depament of Energy 
model intercomparison projects, and it was per- 
formed under the auspices of the CO* Research 
Division, Office of Basic Energy Sciences, U.S. 
Department of Energy contract W-7405-ENG-48 
to Lawrence Livermore National Laboratory, grant 
DEFG0285ER6.0314 to SUNY Stony Brook, and 
contract DE-a01-80EV10220 to the National 
Center for Atmospheric Research, which is spon- 
sored by the National Science Foundation. Further 
support was provided by the National Aeronautics 
and Space Administration Climate Program grant 
NAG 5-1058 to Colorado State University, and by 
the Bundeminister f i r  Forschung and Technologic, 
Federal Republic of Germany, grant KF20128 to 
the University of Hamburg. 

10 March 1989; accepted 20 June 1989 

P-Adrenergic Inhibition of Cardiac Sodium 
Channels by Dual G-Protein Pathways 

The signaling pathways by which P-adrenergic agonists modulate voltage-dependent 
cardiac sodium currents are unknown, although it is likely that adenosine 3'5'- 
monophosphate (CAMP) is involved. Single-channel and whole-cell sodium currents 
were measured in cardiac myocytes and the signal transducing G protein G, was found 
to couple P-adrenergic receptors to sodium channels by both cytoplasmic (indirect) 
and mernbrane-delimited (direct) pathways. Hence, G, can act on at least three 
effectors in the heart: sodium channels, calcium channels, and adenylyl cyclase. The 
effect on sodium currents was inhibitory and was enhanced by membrane depolariza- 
tion. During myocardial ischemia the sodium currents of depolarized cells may be 
further inhibited by the accompanying increase in catecholamine levels. 

I N THE LEXICON OF NEUROMODULA- by whole-cell and single-channel recording 
tion, voltage-dependent Na+ channels in neonatal ventricular myocytes from rat. 
receive far less attention than voltage- I S 0  (1 k M )  applied extracellularly re- 

dependent K+ or ca2+ channels, possibly duced whole-cell Na' current (INa) by 40.8 
because of the all-or-none nature of the t 17.5% (mean k SD, n = 4) when INa 
propagated action potential. Previous stud- was partially inactivated at a holding poten- 
ies, however, have shown that (i) the p- tial (HP) of -60 mV (Fig. 1A). The de- 
adrenergic agonist isoproterenol (ISO) de- crease began without measurable delay, was 
creases maximum upstroke velocity in depo- half maximal at about 5 s, peaked at about 
larized ventricular myocytes (1); (ii) CAMP- 15 s (Fig. lA), and occurred without an 
dependent phosphorylation reduces neu- 
rotoxin-activated " ~ a +  flux (2) and pro- ~, 

motes inactivation in embryonic rat brain B. Schubert, De artment of Molecular Physiology and 
Biophysics, ~ a ~ k r  College of Medicine, One Baylor 

('); and (iii) cAMP Na+ Plaza, Houston, TX 77030, and Division of Cellular and 
currents in frog node of Ranvier (2). These Molecular Cardiology, Central Institute for Cardiovascu- 

lar Research, Academy of Sciences of the GDR, Berlin- studies suggest that a signal transducing G Buch. GDR, 
protein may link P-adrenergic receptors to A. M. J. VanDongen, G. E. Kirsch, A. M. Brown, 

N ~ +  channels. T~ test this possibility, we Department of Molecular Physiology and Biophysics, 
Baylor College of Medicine, One Baylor Plaza, Houston, 

examined the effects of I S 0  on Na+ currents TX 77030. 
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