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The Av~lications of Closure Phase 
I I 

Astronomical Imaging 

Closure phase is a number measured by triplets of Michel- 
son interferometers that is completely independent of 
certain types of otherwise severe instrumental errors. In 
the 30 years since closure phase was invented, it has been 
applied to a diverse number of different problems in 
astronomical imaging. Methods based on the closure 
phase now allow imaging of complex objects in the 
presence of severe aberrations and are vital to the success 
of modem, high-resolution astronomical imaging both at 
radio and at optical wavelengths. Over the past 10 to 15 
years, the concept of closure phase has been extended and 
generalized. One of the most important advances has been 
the development of automatic or self-calibration tech- 
niques. This article reviews closure phase methods and 
some of the many spin-offs and related ideas. 

A MICHELSON INTERFEROMETER CAUSES THE LIGHT COL- 

lected at two mirrors to undergo wave interference at a 
common focus (see Fig. 1). Interference fringes will be seen 

with a contrast that depends on the structure of the light source. A 
change in the optical path length in one arm (such as occurs if mirror 
A is moved to position A') will shift the fringe position. This fringe 

position is known as the fringe phase, and one can measure it by 
rapidly modulating a mirror between two different positions corre- 
sponding to a change in the delay of the signal by Ai4, where X is 
wavelength. The fringe phase contains useful information about the 
structure of the source, but it is nearly always corrupted by either 
mechanical instabilities or path length changes above the mirrors 
due to atmospheric turbulence. Furthermore, rapid changes in the 
fringe phase lead to washing out of the fringes, an effect that 
ultimately limited Michelson's original observations. 

Although Michelson first demonstrated interferometry at optical 
wavelengths, the sustained development of his technique was sub- 
stantially easier at radio wavelengths and was pursued vigorously in 
the late 1940s and early 1950s by a number of groups. The principal 
reason for preferring radio wavelengths was that the radiation could 
be amplified and detected easily with the electronics technology 
developed in World War 11. Ryle's phase-switching interferometer 
(1)  was used for cosmological studies and for studies of the structure 
of radio sources. Modern radio telescopes consist of arrays of phase- 
switching interferometers connected to sample the coherence func- 
tion of the electromagnetic field. From such samples, it is possible to 
image complex objects. However, even in radio interferometry, the 
difficult problem of measuring the phase of the interference fringes 
often remains. Fortunately, as I will show in this article, in many 
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Fig. 1. A simple Michel- 
son interferometer. The 
light collected at the 
two outlying mirrors is 
brought to a common 
focus where fringes are 
observed. A shift of the 
mirror from A to A' in 
one arm will shift the 
fringes as shown. 

Fig. 2. Closure phases. The element- 
based errors +i vanish in the sum of 
the observed phases around a loop. 
This is Jennison's closure phase. 

cases one can bypass this problem by using, instead, Jennison's 
closure phase (2). Imaging methods based on the closure phase have 
spread to optical and infrared astronomy and are now vital for many 
modes of high angular resolution astronomical imaging. 

Closure Phase in Radio Interferometry 
A more sophisticated variant of Michelson's interferometer, the 

multiplying or phase-switching interferometer (3), measures the 
complex coherence function of the electric field, E, between two 
points, Q1 and Q2: 

r(Q1,Q2) = (E(Ql,t)E*(Q2,f))t (1) 

where t is time, E* is the complex conjugate, and the pointed 
brackets indicate a time average. The coherence function is the 
Fourier transform of the sky brightness, I(x) (3): 

r (U1 3 2 ) = J,I(~)~~(~~TI~)(UI-U~)'X~~ PI 
where u is the position vector from Q as projected on a plane 
perpendicular to the line of sight, x is an angular Cartesian 
coordinate system centered on the object, and C is the field of view 
of the array elements. [This is a special case of a more general 
expression (3).] Therefore, an interferometer measures a single 
Fourier coefficient of the sky brightness, with a spatial frequency 
dependent on the separation and orientation of the interferometer 
elements as seen from the object. Given samples of the fringe 
amplitude and phase for a number of configurations of an interfer- 
ometer, one can make a structural determination by some form of 
model-fitting or, in the case of good sampling, form an image by 
direct Fourier synthesis. Hence phase-stable radio-interferometric 
arrays can image complex objects from measurements of the fringes 
at many different interferometer spacings. The actual image can be 
obtained by simple Fourier inversion of Eq. 2. 

The construction of phase-stable radio interferometers was diffi- 

cult during the 1950s, and so determinations of the structure of a 
celestial object could only be made from the amplitude of the fringes 
measured by the interferometer. Unfortunately, in many cases this 
lack of phase information leads to ambiguities in the determination 
of the structure, especially if the quality of the data recorded is poor. 
In 1958, Jennison (2) noted that in a network of three antennas, 
each pair of which formed an interferometer, a phase error at any 
given telescope vanishes in the sum of the fringe phases around the 
loop (see Fig. 2). To demonstrate this, note that the coherence 
phase measured between elements i and j, eiA, is related to the true 
coherence phase, gij: 

where +i is the phase error associated with the ith element, and I 
have ignored additive noise. Jennison's sum of the phase around a 
loop, (Pijk, is defined as 

The true sum is similarly defined: 

And so we have that the observed and true sums are equal: 

This is a very important result: it says that this sum is completely 
independent of the antenna-based phase errors and contains infor- 
mation about the structure of an object. This observed "closure 
phase" [so named by Rogers et a l .  (4)] can thus be used as a 
constraint upon a structural determination (5) under conditions 
where the actual coherence phase is totally corrupted. 

Similar arguments can be made for the amplitude gain of an 
antenna, and "closure amplitudes" can be derived (6, 7). This 
technique is most useful at high frequencies for removing the effect 
of amplitude variations caused by the fluctuating absorption of the 
atmosphere. 

Although closure phase was invented in the 1950s, it was not 
used in earnest until the mid-1970s. After Jennison's original paper, 
the problems of building short-spacing (up to a few kilometers) 
phase-stable interferometers were overcome by developments in 
electronics, and so closure phase was no longer quite so vital (8). 
This remained true until the advent of very long baseline interferom- 
etry (VLBI), which brought new problems that could not be solved 
by electronics alone. In VLBI, the interferometer elements are very 
widely separated, perhaps on different continents, and the signals are 
recorded on magnetic tape for subsequent measurement of the 
coherence. The unknown geometry (due to uncertainties in the 
coordinate systems) and timing (due to the absence of a single time 
standard common to all elements) prevent the accurate measure- 
ment of the true visibility phase. However, because these errors 
originate at antennas, Jennison's reasoning applies again, and the 
closure phase must be a good observable quantity (provided that the 
errors are not sufficiently large that fringe is lost completely). 

Rogers et al .  (4) were the first to apply closure phase to VLBI. A 
major obstacle to the use of closure phase was that it could not be 
used in an analytic inversion of the imaging Eq. 2. Instead, Rogers et 
a l ,  used it as a constraint in a model-fitting structural determination 
of the radio sources 3C273 and 3C84. In subsequently developed 
imaging methods, the consistency of an estimate of the object with 
the measured closure phases was obtained with an iterative tech- 
nique that incorporated a priori information about the object, such 
as finite size, and positivity of the brightness [see below and (9) for 
an account of this point]. As the number of antennas increased, the 
amount of information in the closure phases increased: for an array 
of N elements, there are N ( N  - 1)12 independent fringe phases, and 
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(N - 1)(N - 2)/2 independent closure phases (lo), so the deficit 
narrows as N increases. Hence one can argue that for arrays of ten 
antennas, the closure phases contain 80% of the information 
available in the fiinge phases. 

Interferometric arrays of moderate baselines (up to some tens of 
kilometers) can be made phase-stable in the electronics by means of 
phase-locked oscillators (3), but another source of phase errors 
arises: the earth's atmosphere. The wave front is distorted by 
variations in the rehctive index due, at low frequencies, to fluctua- 
tions in the electron content of the ionosphere, and at high 
frequencies, to fluctuations in the water vapor content of the 
troposphere (3). Here again, however, closure phase can be invoked 
to save the situation because the atmospheric effects are common to 
all baselines involving a given antenna and so their effect must vanish 
in the closure phases. Unfortunately, another, more mundane 
ditKculty arises if the number of antennas in the array is large [for 
example, 27 antennas for the Very Large Array (VLA) (1 1); see Fig. 
31: the number of possible closure phases, N(N - 1)(N - 2)/6, is 
much greater than the number of independent closure phases, 
(N - 1)(N -2)/2, and hence the logic of which closure phases to 
use in imaging becomes very involved. Complication of this sort is 
usually a sign that the formulation of a problem could be improved. 
Indeed, it was soon found that the closure phases could be best 
exploited by "self-calibration" imaging methods (10, 12), which 
permit only those changes to the measured coherence phases that 
leave the closure phases undisturbed. 

Self-calibration 
From the definition of closure phase, we can see that any change 

to the phase of a single antenna must leave the dosure phase 
unaltered (10). Therefore, we can use the closure phase constraints 
in imaging simply by allowing the antenna phases, +i, to be degrees 
of freedom in the estimation of the sky brightness. This idea has 
several advantages: 

1) The closure phases are never actually calculated explicitly, nor 
need thev be stored. 

2) ~dditive receiver noise can be treated correctly by choosing 
the antenna phases to minimize the mean square misfit between the 
observed coherences and those predicted from some model, as 
modified by the (unknown) antenna phases: 

The weight w i ~  can be used to favor baselines i j  that have good 
signal-to-noise ratios (SNRs) or to exclude those baselines where 
the model is known to make poor predictions (10, 12). 

3) The antenna phases, once calculated by self-calibration, can be 
used as estimates for the calibration of a nearby object. This reflects 
a subtle shift in the technique: closure phases are constructed to 
avoid the effects of the antenna phase errors, whereas in self- 
calibration the phase errors are calculated explicitly (see below). 

A flow chart of a typical self-calibration algorithm is shown in Fig. 
4. The extra k d o m  allowed in the antenna phases must, of course, 
be counterbalanced in some way, so that there remain more 
constraints than degrees of freedom. There are two approaches: 

by using certain restrictive assumptions about the object beiig 
imaged or, second, by using an array with some redundancy of 
measurement (13). In the flow chart shown, a priori information 
about the object is used in the step that converts an image of the sky 
into a model of the object. This stage usually consists of the rejection 
of parts of the image that have negative brightness or lie outside a 
window, within which the true object is known to lie. Figure 5 

shows the images obtained before and after self-calibration for a 
typical VLA observation. 

The most important limitation of self-calibration is that the 
measurements of the coherence phase must have SNRs greater than 
unity in the atmospheric coherence time. This is required because 
the antenna phases are actually estimated from the measurements. 

Once the concept of self-calibration is understood, it is easy to see 
how it can be generalized to other situations. For example, in VLBI 
not only is it important to deterniine the antenna phase, but the first 
derivatives are also of interest. These derivatives, that with respect to 
time being known as the F i g e  rate and that with respect to 
frequency corresponding to a delay error, reflect principally errors in 
the assumed geomeay and timekeeping of the interferometers. Self- 
calibration can easily be extended to cover this case (14). Another 
interesting extension of self-calibration is in overcoming the noniso- 
planatic nature of the ionosphere at low frequencies (<< 1 GHz). In 
nonisoplanatic conditions, the phase error at any given antenna 
varies over the field of view, and so simple closure phases are no 
longer invariant to these errors. Schwab has noted that, by allowing 
the phase error to be described by a small number of degrees of 
freedom, imaging may still be possible (15). This last example is 

Fig. 3. The Very Large Array radio-interferometric telescope on the Plains of 
San Agustin, New Mexico, consists of 27 radio telescopes, each 25 km in 
diameter, that can be configured to sample baselines ranging from about 25 
m up to 35 km. 

pizGziq 
for object 

Fig. 4. Flow chart for the self- 
calibration process. 
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particularly interesting because it represents an application for which 
it is difficult to derive a quantity analogous to closure phase. 

Self-calibration is now a very important part of imaging tech- 
niques at radio wavelengths. Imaging of any sort in VLBI requires 
self-calibration, whereas in connected-element radio interferometry 
high-quality imaging is made possible only by the combination of 
carefully designed electronics for the correlation of the electric field 
samples together with self-calibration (16). The best images have 
dynamic range [ratio of the peak brightness to the root-mean-square 
(nns) background noise] approaching lo6. Figure 6 shows a self- 
calibrated image of a complex object: the innermost 20 arc seconds 
of the elliptical galaxy M87 (1 7). This image, which was made from 
observations with the National Radio Astronomy Observatory 
VLA, has a dynamic range approaching 50,000. Without self- 
calibration techniques, the dynamic range of this image would be 
limited by the errors in an external calibration to no more than 
about 100. Only the brightest point, the galaxy nucleus, would then 
be visible. 

We may contrast the two strategies of closure phase and self- 
calibration as schemes of cancellation and of correction. The closure 
phase is an observable quantity in which instrumental effects cancel, 
whereas in self-calibration the instrumental effects are estimated and 
corrected. 

Optical Imaging 
In optical imaging, the earth's atmosphere limits the resolving 

power of a telescope to that of a 10- to 20-cm aperture, because, on 
propagation through the troposphere, an optical wavefront will 
suffer phase perturbations with a characteristic size scale of about 10 
to 20 un and a characteristic time scale of about 10 to 50 ms (18). 
On time-averaging over many seconds, the effect of the phase errors 
is to produce the "seeing disk," which has a characteristic angular 
s i i  of about 1 arc second. There are two main ways around this 
limit: either find some measurable quantity that is invariant to the 
phase errors or find a way of calculating and removing the phase 
errors. 

Right ascension (1950.0) 

Fig. 5. An example of 
the self-calibration of an 
observation made with 
the VLA. (A) The best 
image obtained without 
self-calibration. There are 
spurious features at the 
level of 1% of the peak 
brightness. (B) The same 
image after self-calibra- 
tion of the antenna 
phases. The level of spuri- 
ous detail has decreased 
to 0.3% of the peak 
bnghmess. The lowest 
contour level in both (A) 
and (B) is 0.6%. [Adapt- 
ed from (11) by permis- 
sion, copyright 1983 
IEEE] 

Fig. 6. A typical self-calibrated radio 
image of the jet in the elliptical galaxy 
M87 made with the VLA observing 
at a wavelength of 2 cm (17). The 
dynamic range is about 50,000, 
which is about 500 times better than 
that possible via external calibration. 
The full field of view is about 30 arc 
seconds (1 arc second -250 light- 
years). and the resolution is about 
0.15 'kc second. Before self-calibra- 
tion only the brightest point in the image (the galaxy nucleus) is visible. The 
artifacts north and south of the galaxy nucleus are due to errors in the VLA, 
which do not factor per element. 

Fig. 7. Redundancy in the A -L-, 

tical apeme telescope. of a conventional (A) A continu- op- a ; ++ -1- + -; 4- Bo 
ous aperture split into a grid - ~ + - ~ - ~ - ~ - f - ~ ~  
of imaginary patches, each of -I-+- + -L%-=+-~ 

which is the size of the atmo- I q - 1 - 4 - +  
spheric coherence scale. A giv- I I 

en interferometer spacing is 
measured many times. (B) A mask in the aperture eliminates the redundancy. 
Although the mask shown here is very simple, quite complex nonredundant 
masks can be used (23). 

I will discuss the former approach first. One can easily apply 
closure phase to optical imaging by forcing the optical aperture to 
mimic the sparse filling found in radio interferometry. We can 
consider the aperture of a conventional optical telescope to be 
composed of many interferometers formed between patches of 
constant atmospheric phase (see Fig. 7). An image at the focal plane 
of a telescope is made from the combination of all these individual 
interferometers. Although these virtual interferometers give very 
redundant measurement of some spacings, atmospheric phase errors 
cause these redundant samples to have differing phases. Hence, even 
given a short exposure image in whlch the atmosphere is frozen, it is 
not possible to untangle the contributions of the individual interfer- 
ometers. Because the redundancy of the aperture is responsible for 
this difficulty, the answer is to use a mask in the pupil to force 
nonredundancy of measurement. It is then possible to derive closure 
phases from the Fourier transform of a single short snapshot (19- 
22). A number of groups are now engaged in this type of optical 
imaging. Figure 8 shows an image provided by the Caltech group 
lead by S. R. Kulkarni. This image of a binary star was constructed 
from a series of measurements of closure phases with various 
configurations of the mask holes (23). 

The major disadvantage of the masking approach is that most of 
the incident photons are lost. For weak objects, another comple- 
mentary set of methods is therefore preferred; these are based on the 
existence of "speckles." Over the years many observers had noted 
that for very brief periods of time, fine detail (the speckles) could be 
seen in the seeing disk (see Fig. 9). Labeyrie (24) was the first to 
suggest a way of using this information systematically. He noted 
that, from averages of the power spectrum of short exposure images 
of the seeing disk, it is possible to obtain the power spectrum of the 
astronomical object, distorted by a seeing-dependent modulation 
transfer function that could be calibrated on a nearby star. Averag- 
ing the power spectrum discards the corrupted phase information, 
and so Labeyrie's method is limited to imaging simple objects for 
which the Fourier phase information is unimportant. 

Because averaging of the power spectrum is equivalent to averag- 
ing the autocorrelation of the snapshot images, it seems reasonable 
to believe that more information can be extracted from higher order 
correlation functions. In confirmation, Weigelt and Wimitzer (25) 
showed that from averages of the triple-correlation function it is 
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possible to recover most of the Fourier phase information and thus 
image complicated objects. [Knox and Thompson (26) developed a 
simpler and competitive scheme for extracting phase information 
from gradient information.] Because this procedure preserves some 
of the phase information, one might expect it to be related to 
Jennison's phase closure method. This was recently shown to be 
correct (27, 28). Weigelt's method is in fact a generalization of 
closure phase to filled apertures such as optical telescopes and also to 
low SNR. The key advantage is that all the incident photons can be 
used. 

As we have seen in radio interferometry, the other possible 
countermeasure to a source of errors in a system is to estimate and 
correct the errors. This approach has also been tried in optical 
imaging. The phase errors introduced by the atmosphere can be 
corrected in real time by adjusting the profile of a "rubber mirroi' 
(29, 30). The rubber mirror has independently movable segments 
approximately the size of each dashed rectangle (Fig. 7A). The most 
important issue is how best to control this mirror to get a good 
image. There are two principal possible approaches: first, by using a 
servo-loop in which the image "sharpness" is maximized, or, second, 
by measuring directly the phase perturbations across the pupil of the 
instrument. In sharpness-maximization adaptive optics, the mirror is 
controlled to optimize a quantity that is related to the image quality, 
such as the image dispersion. Hamaker et al .  (31) showed that 
maximizing the image dispersion is equivalent to requiring that all 
redundant measurements of a given spatial frequency must yield the 
same phase. Sharpness maximization is difficult in practice because 
the optimization of the figure of the mirror must take place within 
an atmospheric coherence time, typically 10 ms. Hence a typical 
mirror with many elements must be driven very fast in order to 
complete the optimization. Furthermore, the SNR in that time is 
inevitably poor. 

A better approach is to measure the phase perturbations across the 
pupil. There are a number of schemes for performing this measure- 
ment (32). One of the simplest uses the Shack-Hartmann sensor to 
measure the tilt of the wave front across the spatial dimension of one 
atmospheric coherence cell and integrate these tilts spatially to get 
the fill phase perturbation. Typically some fraction of the incident 
light is siphoned off for monitoring of the phase perturbations. A 
particularly exciting possibility is the use of artificial stars created by 
exciting the sodium layer in the upper atmosphere with a high- 
power laser (33, 34). 

To complete our cross-linking, I will now discuss the intimate 
relationship between adaptive optics and the self-calibration princi- 
ple. In sharpness-optimization adaptive optics, the rubber mirror is 
reshaped to produce the highest quality image, just as in radio 
interferometry the calibration of the array is allowed to vary so as to 
produce an acceptable and self-consistent image. We can irnrnediate- 
ly say that because only the pupil phase is allowed to vary, adaptive 
optics must maintain the closure phases; therefore, objects that differ 
in their closure phases cannot be conhsed by sharpness-optimiza- 
tion adaptive optics. 

Focal-Plane Self-Calibration 
The phase-correction schemes described in the previous section 

work principally in the focal plane, from the intensity of the image 
alone, either statistically as in speckle imaging or from a single image 
with adaptive optics. However, the radiation at the focal plane of a 
telescope also has some coherence structure that could, in principle, 
be measured and utilized in phase correction. It has recently been 
shown that from measurements of the coherence function of the 
radiation in the focal plane it is possible to derive both the structure 

x arc sec) 

Fig. 8. An example of an image of P Corona Borealis formed from closure 
phases measured with a mask in the aperture of the Palomar 200-inch 
telescope. The optical magnitude of the star is m, = 3.7. The resolution is 
0.230 arc second. [Adapted from (23) by permission of the American 
Astronomical Society] 
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of the object and an estimate of the phase errors by means of a 
procedure that is a focal-plane analog of the self-calibration schemes 
described above (35, 36). 

Although the objects being imaged in astronomy nearly always 
emit incoherently, an image itself is partially coherent. There are two 
causes of this coherence. (i) The finite size of the aperture means 
that the radiation in the focal plane must be coherent over scale size 
-FAID, where F is the focal length and D is the diameter of the 
telescope. (ii) Phase errors of characteristic scale size d must scatter 
radiation into regions in the focal plane of scale size FAld. The first 
type of coherence is obviously fundamental, arising as it does from 
diffraction. However, the second type of coherence can be used to 
provide information about the phase errors. 

The focal-plane coherence function, r(pl,p2), is given by a double 
Fourier transform of the effective pupil-plane coherence function, 
r(ul,u2) : 

The effective pupil-plane coherence function is related to the actual 
coherence function: 
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In conventional pupil-plane self-calibration, the pupil-plane coher- 
ence function is measured directly and redundancy of measurement 
can be used to derive both the phase errors and the true pupil-plane 
coherence function. The principal innovation in focal-plane self- 
calibration is that the pupil-plane coherence function is obtained 
from a Fourier transform of the focal-plane coherence function. 
Then self-calibration proceeds as usual but with redundancy of 
measurement assured. Cornwell and Napier (36) described focal- 
plane self-calibration in more detail and showed some numerical 
simulations. 

Scattering and Coherence 
Although coherence-measuring focal-plane arrays do not yet exist, 

some of the predictions of the theory in the previous section can be 
tested with a radio-interferometric array such as the VLA in the 
focal plane of a well-chosen lens. The most obvious candidate for 
such a lens at radio wavelengths is the solar wind. This is a flow of 
plasma that moves outward from the sun at velocities up to 400 
km/s (Fig. 10). Fluctuations in the electron density cause rapid 
scintillation of a background object seen through the wind (37). 
Cornwell et a l .  (38, 39) used the VLA to image the scattered 
radiation with high time (40 ms) and high angular (0.1") resolution. 
Radiation is scattered toward the observer from a finite region 
within the solar wind, which can for some purposes be thought of as 
a thin screen. On propagation to the earth, the radiation can be 
thought of as undergoing a Fourier transform just as would occur at 
the focal plane of a conventional lens (40). This result is slightly 
counterintuitive, because it suggests a special alignment of the 
source, screen, and the earth although none is apparent from the 
geometry. The key requirement that resolves this conceptual diffi- 
culty is that the scattering must be very strong: that is, rays of the 
scattered radiation must cross far before reaching the earth. Given 
complete sampling of the effective focal plane and following the 
arguments of the previous section, it should then be possible to 
estimate both the object and the scattering screen. 

The main obstacle to this proposal is that an array such as the 
VLA permits only sparse sampling of the coherence function. One 
way of understanding this problem is to note that at the focal plane 
of a real telescope, it is necessary to obtain the coherence between 
every pair of points. However, in conventional radio interferometry, 
the objects being imaged are incoherent and so sampling of the 
coherence between every pair of points is unnecessary. Consequent- 
ly, modern arrays are designed to sample antenna separations rather 
than antenna positions. Arrays that have uniformly spaced elements 
are called redundant because any one spatial frequency of the object 
is measured many times. Self-calibration of such redundant arrays is 
particularly simple because the redundancy of measurement can be 
used to derive the antenna phases. 

In the case of a radio-interferometric array observing a scattering 
disk, the object being imaged is coherent and so sampling of 
separations alone is insufficient. For scattering of a background 
point object, the coherence function measured for short integrations 
(-10 to 40 ms) can be factored into parts dependent purely upon 
position: 

where S is the strength of the background object (39). The function 
g(u) represents an effective modulation of the antenna gain by the 
scattering process. In the example of scattering in the solar wind, 
this relation is indeed maintained to very good accuracy. 
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The results of Cornwell et a l .  (39) show that the scattering of radio 
waves in the solar wind can be investigated by applying the theory of 
focal-plane self-calibration. Cornwell et al .  demonstrated coherence 
of the scattered radiation and also described how high-resolution 
imaging may be possible. One version of their test for coherence is 
to measure the closure quantities of the measured coherence func- 
tion because, according to Eq. 10, the closure phase must be zero 
and the closure amplitude must be unity. 

Discussion 
We are now in a position to see just why methods based on the 

closure phase can work. One of the results of the previous section 
was that the closure phase of a completely coherent object is always 
zero or alternatively that the measured coherence function factors 
perfectly into two position-dependent parts. Remember now that in 
self-calibration, the position-dependent part of the pupil-plane 
coherence function is allowed to vary. Clearly, in the case of a 
coherent object, such as that corresponding to scattered radiation 
seen with high time resolution, the result of such self-calibration 
must be a point object. Hence, self-calibration methods assume 
incoherence of the emitting object and are completely insensitive to 
any coherent emission processes. This last point demonstrates most 
clearly just what information about the object is lost by the use of 
self-calibration techniques. Fortunately, in most astronomical imag- 
ing, it makes sense to trade blindness to coherent emission for 
increased image quality. 

The driving force behind Jennison's closure phase is that the 
imaging performed by all telescopes is based on correlation of the 
radiation field, and so one measures many more numbers than there 
are sources of error. For example, an N-element interferometric 
array measures o ( N ~ )  independent numbers: the coherence func- 
tion between the radiation field measured at the sensors. Hence any 
sensor-based errors are fewer in number than the number of 
measurements. (An exception to this occurs when the measured 
numbers are not independent, as occurs for a coherently emitting 
source.) A conventional, image-forming telescope can also be 
thought of as a correlation device (27), subject to pupil plane-based 
phase errors. In all these cases, after subtracting the errors, we are 
left with some good observables. The closure phases are one 
example of these quantities, and self-calibration is one procedure for 
using the closure phases in imaging. 

Closure phase methods are therefore applicable to any instrument 
that measures correlations between the quantities measured by 
error-prone sensors. The closure phase principle underlies imaging 
in many different astronomical contexts: radio interferometry, high- 
resolution imaging with single optical telescopes, aberration correc- 
tion in single radio telescopes, and scintillation phenomena. I hope 
that the successes of such methods in astronomy will encourage 
others to try a similar approach in other imaging fields. 
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The Rat as an Experimental Animal 

The development and characterization of many inbred, 
congenic, and recombinant strains of rats in recent years 
has led to the detailed genetic description of this species, 
especially in regard to its major histocompatibility com- 
plex. This information has contributed substantially to 
the study of comparative genetics and has greatly en- 
hanced the utility of the rat in a variety of areas of 
biomedical research. This article focuses on the use of the 
rat in immunogenetics, transplantation, cancer-risk as- 
sessment, cardiovascular diseases, and behavior. 

T HE RAT IS A MAJOR EXPERIMENTAL ANIMAL IN TRANSPLAN- 

tation, immunology, genetics, cancer research, pharmacolo- 
gy, physiology, neurosciences, and aging. The strains and 

randomly bred stocks that have been used almost exclusively are 
derived from the Norway rat (Rattus novvegicus), which is thought to 
have originated in the area between the Caspian Sea and Tobolsk, 
extending as far east as Lake Baikal in Siberia. It spread to Europe 
and the United States with the development of commerce in the 
18th century, and by the middle of the 19th century it was being 
used extensively for studies in anatomy, physiology, and nutrition. 
The first inbred lines were developed at the beginning of the 20th 

century by H. H. Donaldson, W. E. Castle, and their colleagues for 
studies in basic genetics and in cancer research (1). Further develop- 
ment and genetic characterization of inbred, congenic, and recombi- 
nant strains occurred in the United States, Japan, and Czechoslova- 
kia (Z), and several reviews have documented these developments in 
detail (3-5). In addition to its experimental uses, the rat has a 
worldwide economic and medical impact, since it destroys one-fifth 
of the world's crops each year, carries many diseases that are 
pathogenic for humans, and kills many children by direct attack 
(6 ) .  

This review will focus on current work utilizing the rat in 
imrnunogenetics, transplantation, cancer-risk assessment, cardiovas- 
cular diseases, and behavior. In these areas of research, the rat has 
the advantage of being a well-characterized, intermediate-sized 
rodent without the disadvantages, both scientific and economic, of 
larger animals and without many of the technical disadvantages of 
smaller rodents. 
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