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Light Reflection Models for 
Computer Graphics 

During the past 20 years, computer graphic techniques 
for simulating the reflection of light have progressed so 
that today images of photorealistic quality can be pro- 
duced. Early algorithms considered direct lighting only, 
but global illumination phenomena with indirect light- 
ing, surface interreflections, and shadows can now be 
modeled with ray tracing, radiosity, and Monte Carlo 
simulations. This article describes the historical develop- 
ment of computer graphic algorithms for light reflection 
and pictorially illustrates what will be commonly available 
in the near future. 

I N RECENT YEARS, THERE HAS BEEN AN ENORMOUS DEMAND 

for realism in computer imagery. Automobile designers would 
like to evaluate their new car designs without having to 

construct the full-size clay models commonly used in industry. 
Graphics simulations of dynamic systems are basic to today's 
aerospace, mechanical, and structural engineers. Modern pilot train- 
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ing is now conducted with real-time flight simulators, where the 
views from the cockpit are changing scenes simulating the landing at 
a specific airport. The display of biological organs, reconstructed 
from information obtained from tomographic scans, x-rays, or other 
noninvasive methods, greatly benefits the medical professions. And, 
of course, architects and interior designers would like to show their 
clients design concepts before they are constructed. The variety of 
uses of computer graphics are infinite, but all will require the ability 
to generate synthetic pictures of increasingly greater realism at 
increasingly greater speeds. Furthermore, as the complexity of these 
simulations increases with the inevitable availability of computer 
processing power, the ability to provide the visual cues such as 
shade, shadows, and motion and depth perception, will become 
necessary. 

In general, to create a typical computer graphics image, it is 
necessary to perform the following five steps sequentially, in what is 
frequently called the graphics "pipeline". 

1) Thvee-dimensional model. The initial step in the process is the 
modeling of the physical environment, including the geometry, the 
positions and orientations of all objects, and the material characteris- 
tics, textures, and finishes of all surfaces. The illumination, including 
the geometry of the light sources, the distribution of the light 
energy, and the color or spectral characteristics of the emission, must 
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C Light source 
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Fig. 1. (A) The intensity of light received by a surface is proportional to the 
cosine of the angle a between the light vector and the surface normal. 
I = kdcos(a). (8) As the surface turns more parallel to the direction of the 
light source, the intensity of the light reaching the surface becomes less. For a 
d i i  surface, the reflected light is equal in all directions. (C) The angle of 
reflection equals the angle of incidence. I = kScosn(P). (D) For specular 
reflections, the amount of light reaching the observer is dependent on the 
angle P, the angle between the reflected ray and the sight vector. 

also be defined. The computer model describes an environment that 
may be real or may be nonexistent. 

2) Perspective transformation. Each vertex of the geometry describ- 
ing the environment is mathematically transformed to generate a 
true perspective picnue on an image plane while maintaining the 
necessary relative depth information. The picture is bounded within 
a preset cone or frustum of vision, and extraneous information 
outside of the field of view is "clippedn and discarded. Surfaces 
facing away from the observer are also removed in a "culling" 
operation. 

3) Visible surface determination. The surfaces remaining after the 
perspective transformation and clipping operations are sorted in 
depth so that only the elements closest to the observer are displayed. 
In this way, opaque surfaces correctly occlude those that are further 
distant from the observer. 

4) Intensity or color determination. The intensity or color of each 
element that is displayed on the image plane must be computed 
according to a light reflection model. This reflection model simu- 
lates the spatial and spectral distribution of the light reflected from 
each surface in the environment. Frequently, this step has been 
combined with the visible surface determination to reduce computa- 
tional tasks. 

5) Image display. The last stage in the graphics pipeline is the 
conversion of the image plane intensity information into a display- 
able form. For a television image, the picture is rendered by selecting 
the appropriate red, green, and blue intensities for each dot (pixel) 
in the visible scene. 

In the high-performance graphics workstations of today, once the 
three-dimensional model has been defined, the perspective transfor- 
mations (step 2), the visible surface determination (step 3), and the 
display routines (step 5) are commonly implemented in hardware. 
Furthermore, at least for simple direct illumination, the surface 
reflections can be approximated (step 4) and executed with hard- 
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Fig. 2. These figures indicate the reflected intensity distribution for direct 
and indirect lighting according to different reflection models. In each case, 
the intensity seen by the viewer is shown by the dashed vector. (A) Pure 
diffuse reflection. Diffuse = kd (N . L) object color. (B) The Phong model 
adds a specular distribution centered around the reflection direction from the 
direct hghting. Diffuse = kd (N . L) object color; specular = k, (R V)". 
(C) The Blinn model modifies the specular distribution and allows for "off- 
specular peaks". Diffuse = kd (N . L) object color; Specular = k. (N . H)". 
(D) All three of the direct lighting models treat ambient reflections the same 
way with a constant global diffuse ambient term. The Whitted ray tracing 
model was the first to add the indirect specular and transmitted terms. 
Diffuse = I,; specular = k, I,; transmitted = k, I,. 

Fig. 3. This figure shows the effect of varying the diffuse and specular 
coefficients while the ambient term is held constant. The left-hand column is 
all specular, and thus the spheres are black since none of the object color is 
reflected (except for the ambient light). The right-hand column is all diffuse, 
reflecting the object color, but with no specular highlights. The exponent for 
the specular coefficient increases by row from top to bottom, depicting an 
increase in the glossiness of the surface. Image produced by Roy Hall. 

ware implementations, creating a graphics pipeline capable of 
dynamically producing complex computer graphics simulations. 
One of the most interesting, challenging, and unresolved parts of 
the process is the determination of the true intensity or color of the 
visible surfaces seen in the final image. 

To describe the propagation of light through an environment, a 
mathematical model of the physical laws governing electromagnetic 
radiation must be provided. These complex phenomena are most 
accurately simulated by means of a model rigorously based on wave 
optics and appropriate for surface reflections. These models can 
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predict the spatial and spectral distribution of the reflected light as a 
h c t i o n  of the physical properties of the incident and reflecting 
media and the geometric characteristics of the surface. They also 
must simulate the interreflections between surfaces within an envi- 
ronment, yielding the shading, shadows, and color bleeding neces- 
sary for photorealism. Although these algorithms currently require 
enormous amounts of computation, with the advent of custom chip 
technology and parallel processing, as well as algorithmic advances, 
they are rapidly becoming more tractable. Further computer graph- 
ics hardware will most certainly produce photorealistic images in 
real time. 

Direct Illumination Models 
Before describing the indirect illumination models of today, it is 

~ i g .  & once the spectd reflectance curves are input into the computefls ~s'fU1 '0 review 'e h"t0r"~  recede^ for the direct li&ting 
memory it is easy to display the visual results. This figure shows a sample of algorithms. During the past 20 years, various computer models have 
materials that exist in the material library. Image produced by Rob Cook. been used for the simulation of the light reflection behavior. Early 

Light source 

Direct lighting 

Direct lighting 

Light source 

- 
Fig. 5. (A) Direct and global illumina- 
tion. Light can be thought of as con- 
sisting of rays emanating in all direc- 
tions from each light source. Rays di- 
rectly striking a surface provide direct 
illumination. Reflected or transmitted 
rays, or both, provide indirect illumi- 
nation. (8)  Light rays propagating 
from a source. Computations can be 
greatly simplified by only tracing those 
rays that reach the eye. 

Fig. 6. (A) In ray tracing, a ray is 
traced from the eye through each 
pixel on the image plane into the 
environment. At each surface that is 
struck by the ray, a reflected or trans- 
mitted ray, or both, can be spawned. 
(8) As the ray is traced through the 
environment, an intersection tree 
consisting of branches (rays) and 
nodes (surface intersections) is con- 
structed. 

7 J e c t  lighting T a c e A  

3 
Viewer 

Surface A 

Fig. 7. Ray tracing images. (Left) Ex- 
terior simulation of an early design of 
the Performing Arts Center at Cornell 
University. Image produced by Phil 
Brock. (Right) Interior simulation of 
the John Soane Museum (breakfast 
room) with mirrored reflections and 
texturing. Image produced by Alan Po- 
linsky. 
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models were obviously simplistic owing to the constraints of the 
computer hardware environments available. Limited memory and 
mass storage restricted the complexity of algorithms, but the 
dominant constraint was the length of the computation time. It was 
necessary to find fast numerical approximations of the complex 
physical behavior of light reflections so that solutions were compu- 
tationally tractable. 

In simple terms, reflected light can be thought of as consisting of 
three components: ambient light, diffuse light, and specular light. 
Ambient light originates from all directions, and is reflected back 
into the environment equally in all directions. Because of the 
presence of this scattered ambient light, one can discern objects even 
in a dark room at very low levels of illumination. Diffise reflections 
originate from a particular light source direction but, because of the 
roughness of the surface, reflect light back equally in all directions. 
Reflections from a carpet or  a matte finish are of this type. Specular 
reflections can be illustrated by the behavior of a narrow beam of 
light reflecting off of a highly polished mirror. The light originates 
from a particular direction, and reflects back primarily in a particular 
direction. Early simulations considered surfaces only illuminated 
directly from light sources and arbitrarily decomposed the complex 
reflection phenomena into these ambient, diffise, and specular 
components. 

Diffise Reflections 
The simplest reflection model used in computer graphics is one 

based on the reflection of light from a perfect difiser (1). If a 
surface is perpendicular to the direction of the light, the amount of 
reflected light is a maximum (Fig. 1, A and B). As the surface turns 
more and more parallel with the direction of the light, the intensity 
of the light reaching the surface becomes less. When the surface is 
parallel to the direction of the light rays, no light reaches the surface. 
To prevent surfaces from completely disappearing, it is common to 
include a small amount of ambient reflection. For a perfect diffuser 
the reflected intensity is equal in all directions, and thus the viewer's 
position with respect to the surface orientation does not affect the 
intensity that is seen. 

Mathematically, the dot product between the unit normal vector 
and the unit light vector (N  . L) yields the cosine of the angle 
between them. Thus, for diffise reflection with a constant ambient 
term, the intensity of the diffusely reflected light can be expressed 
by: 

where I is the total intensity of the reflected light, I, is the constant 
intensity due to ambient light, kd is the surface coefficient of diffuse 
reflection, N is the surface normal vector (unit length), L is the light 
source vector of the ith light source (unit length), i is the light source 
index, and m is the number of light sources. The distribution of the 
di&sely reflected intensity is shown in Fig. 2A. 

Specular Reflections 
Specular reflected light bounces directly off the surface of an 

object without entering it. The angle of incidence is defined as the 
angle between the light ray striking the surface and the normal 
vector to the surface. The angle of reflection equals the angle of 
incidence. For a perfect mirror such a ray reflects off the surface at a 
specific angle and can be seen by the observer only if the eye is 

located along the reflection direction. This implies that the determi- 
nation of how much specularly reflected light an observer can see 
depends not only on the direction of the light vector and the normal 
vector of the surface but also on the sight vector, the direction in 
which the observer is looking (Fig. 1, C and D). 

The reflected light vector indicates the direction of a light ray after 
it reflects off the surface of an object. How much of that light the eye 
can see is dependent on angle P. For smooth surfaces, the specularly 
reflected light is focused primarily along the reflection direction. For 
rough surfaces, the reflected light is more spread out. The distribu- 
tion of specularly reflected light can be mathematically approximat- 
ed by a cosine function raised to an exponential power. Higher 
exponents indicate a more mirror-like surface because the reflected 
light is more concentrated around the reflection direction. A lower 
exponent implies a greater spatial distribution of the reflected light 
and the specular component will be seen over a wide angle between 
the reflected ray vector and the sight vector. The combined effect is 
represented mathematically by: 

where k ,  is the surface coefficient of specular reflection, R is the unit 
vector of the maximum specular reflection direction, V is the unit 
vector in the view direction, and n is the exponent that varies with 
the glossiness of the surface. 

In this simple approximation, first proposed by Phong at the 
University of Utah ( 2 ) ,  the color of the ambient and diffuse 
reflection is assumed to be the color of the object, and the color of 
the specular term is assumed to be the color of the light source. The 
results of the spatial distribution of this approximation are shown in 
Fig. 2B. The total reflected intensity is a linear combination of the 
diffuse reflection (including the ambient term) and the specular 
reflection. 

The effect of varying the diffise and specular model coefficients 
(3) is illustrated in Fig. 3. The ambient term I ,  is held constant and 
ks/kd is varied for each column. As the magnitude of kd is increased, 
the object color predominates. The exponent used for n (N, in the 
figure) increases by row from top to bottom, depicting an increase 
in the glossiness of the surface. 

Blinn (4) introduced an improved model that contained a more 
accurate function for the generation of specular highlights. His 
approach was based on earlier work and experimental measurements 
of light reflection by Torrance and Sparrow (S), whose semi- 
empirical model provided a better scientific basis for simulating 
reflections. The Blinn model differs from the Phong model in that 
the magnitude of the intensity, the spatial distribution, and the 
position of the specular highlight vary with the angle of incidence. 

The analytical model assumes a surface to be composed of many 
small randomly oriented microfacets with each facet reflecting the 
incident light similar to a perfectly smooth mirror. Thus, only facets 
whose normal orientation is in the mirror direction contribute to the 
specular component of reflection. The resultant specular reflection 
distribution is a function of the angle between the mirror direction 
(defined to be the angular bisector between the light and view 
directions) and the normal to the surface, and is dependent 06 the 
combination of three factors. One factor represents the distribution 
of the microfacets and predicts the probability of a microfacet 
having the necessary orientation to reflect light from the source to 
the viewer. A second factor describes the amount by which the facets 
shadow and mask each other. The third factor is a function of the 
index of refraction of the material and calculates'the ratio of reflected 
energy to the incident energy according to the Fresnel equations. 
The distribution is shown in Fig. 2C. The model correctly predicts 
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that the maximum of the specular function does not necessarily lie 
exactly along the reflection vector. These "off-specular peaks" are 
particularly noticeable at grazing angles. Blinn's model thus provides 
a better match to experimental data than the previous formulations. 

Cook and Torrance presented a more general model for rough 
surfaces ( 6 ) .  Although it is similar to previous models in that it is 
based on geometrical optics, it correctly produces the directional 
distribution and the spectral composition of the reflected light. In 
particular, the model produces the color shift that occurs in the 
reflected light as the angle of incidence changes. Because the model 
is based on an energy basis, it can also relate the brightness of an 
object to the intensity and size of the light source. The facet 
distribution function was derived from a wave-optics model orig- 
inally developed by Beckrnann (7) and applied to rough surfaces, 
those surfaces where the irregularities are considered to be large 
compared to the visible wavelengths of light. In the Cook-Torrance 
formulation, two or more distributions could be combined, thus 
simulating surfaces with two or more roughness scales. 

For the first time, wavelength-dependent spectral energy distribu- 
tions and reflectances were used. The spectral energy of the reflected 
light was found by multiplying the spectral energy distribution of 
the illuminant by the reflectance spectrum of the surface. This 
provided a more accurate simulation than one that only considers 
the red, green, and blue components. Furthermore, it is easy to store 
in the computer's memory a library of spectral reflectances for 
common materials and assign these properties to any geometry (Fig. 
4). 

The specular highlight, which is a function of the surface material 
property, can also be computed more precisely. For a surface with 
known wavelength-dependent material characteristics, the Fresnel 
equations can predict the spectral composition as a function of 
wavelength and angle of incidence. At normal incidence, the color of 
reflected light is dependent on the reflectance spectrum. As the angle 
of incidence approaches the grazing angle, the composition of the 
reflected light approaches the color of the light source. The reflec- 
tion of the sunlight off a newly polished car at sunset illustrates this 
behavior. The color of the reflected highlight is the color of the sun 
and is independent of the color of the automobile. 

Recently, in the continual quest for more detail, the reflection 
models have been further extended to anisotropic materials (8)  for 
which the reflection and refraction of light exhibit preferred direc- 
tions. To date, however, the computational cost has precluded its 
popular usage. 

Global Illumination Models 
Although the approaches presented so far are quite sophisticated, 

results of computer simulations are still easily recognized as such. 
The primary reason is that with the exception of the constant 
ambient term, the computer simulations described do not consider 
the effect of the intra-environment surroundings. In real scenes, the 
lighting and reflections are far more complicated and subtle. Every 
surface receives light directly from light sources or indirectly from 
reflections off of neighboring surfaces. The indirect lighting is 
frequently called the "global illumination." This phenomena is very 
difficult to model accurately, but for realistic image generation these 
global effects must be modeled in greater detail. 

An integral equation, which accounts for the global illumination 
and perhaps is the most comprehensive description of light propaga- 
tion appearing in the computer graphics literature, was presented by 
Kajiya (9). His generalized equation, called the "rendering equa- 
tion," considered the emissions from all light sources plus the 
interreflections from all surfaces in determining the light intensity at 
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Fig. 8. Total radiosity. The light leaving a surface (its radiosity) consists of its 
self-emitted light, E, plus the light reflected from its surface. The amount of 
light reflected depends on p and the light arriving from all other sources or  
surfaces. 

a surface. Arbitrary surface reflectance characteristics were assumed, 
and thus the equations were not restricted to diffuse or specular 
reflections. Both the direct and reflected illumination was modified 
by a geometry term that accounted for occluding surfaces and the 
dissipation of energy with distance. Kajiya's proposed solution to 
the complex integral equations was a Monte Carlo approach, which 
although it extended the range of optical phenomena that could be 
simulated, was extremely time-consuming and thus, not practical. 

During the past few years, niro more tractable, but restrictive 
methods have become popular: ray tracing and radiosity. Both 
methods provide limited global illumination effects, but produce 
very realistic images. In ray tracing, which is particularly appropriate 
for specular environments, the discretization and sampling step 
occurs at the image plane, and the results are view dependent. In the 
radiosity approach, which is excellent for diffise scenes, the environ- 
ment is discretized, and the results are view independent. 

Ray Tracing 
One can conceptualize light propagation through an environment 

to consist of rays emanating in all directions from each light source. 
When these rays impinge on a surface, they are either absorbed, 
reflected, or transmitted. Each of the secondary reflected or trans- 
mitted rays can then act as an illuminating source (Fig. 5A). 
Therefore, any point on a surface may receive light, either directly 
from a light source or indirectly from a reflected or transmitted ray. 
The computations required to trace all of the rays from each light 
source and each surface in all directions in a complex environment 
are obviously too prohibitive. However, if one wishes to simulate 
the electromagnetic radiation as seen from a particular viewpoint, 
the process can be greatly simplified. Because it is only necessary to 
compute the intensity function on the image plane to render a 
picture, the procedure can be reversed. Only intensities of those rays 
reaching the eye need to be computed (Fig. 5B). 

For computer-generated imagery, each image is composed of a 
series of pixels. The technique, basic to television displays, relies on 
the properties of the human visual and perceptual system to spatially 
and spectrally integrate the collection of dots to depict a continuous 
scene. The Pointillist painters of the Impressionist era relied on these 
same phenomena and accurately reproduced very subtle lighting 
conditions. By sending a ray through each pixel location into the 
environment and computing the intensity reaching the eye, the color 
of each pixel can be determined. Although the idea existed previous- 
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ly, the most popular solution to model the global illumination 
effects by ray tracing was presented by Turner Whitted (10). 

In the simplest form of ray tracing, a single ray is traced from the 
eye through each pixel into the environment. At each surface that is 
struck by the ray, a reflected or refracted ray can be spawned (Fig. 
6A). Each of these must be recursively traced to establish what 
surfaces they intersect. As the ray is traced through the environment, 
an intersection tree is constructed for each pixel (Fig. 6B). The 
intersection tree consists of branches that represent the propagation 
of the ray through the environment, and of nodes that represent the 
intersection of rays with surfaces in the environment. 

The final pixel intensity is determined by traversing the tree and 
computing the intensity contribution of each intersected surface 
according to the reflection model. The intersection tree is traversed 
from the bottom up. The intensity information for the children 
nodes of the node currently being evaluated is retained, and the 
reflection model is applied to generate the intensity at the current 
node. Once the recursive tree traversal procedure has been executed, 
the final intensity for the pixel consists of the cumulative intensity 
contributions of all of the nodes of the tree. In this way, the global 
illumination effects of the environment are gathered and c0ntaine.d 
in the final image. By tracing rays, three stages of the standard 
graphics pipeline-the perspective transformations, the visible sur- 
face calculation, and the intensity determination-are combined in a 
single step. In a slightly modified form, the Whitted model is 
expressed as: 

where H is the unit vector in mirror direction (halfway between the 
L and V vector), k , I ,  is the global reflected term, and ktI t  is the 
global transmitted term (Fig. 2D). 

The difference between the ray tracing model and previous 
models is the contribution of the reflected and transmitted rays in 
the specular direction. As with the previous models, the two 
summation terms represent the diffuse and specular reflections from 
direct lighting. The constant ambient term is also similar, but the 
global illumination, which accounts for the increased realism of the 
images, is represented by the addition of the global reflected and 
global transmitted terms. 

The intensive computational operations in a ray tracing system are 
the intersection tree building and the "shadow testing" operations. 
To construct the intersection tree, each ray must be tested against 
every surface in the environment to determine the closest intersec- 
tion point, and this must be done for each pixel on the image plane. 
To compute the intensity at each node on the tree, it must first be 
determined if that intersection point can be illuminated by a light 
source. This determination, called shadow testing, is accomplished 
by establishing a vector from the intersection point to each light 
source. If the vector intersects any opaque surface, then the intersec- 
tion point is in shadow. Shadow testing, which must be performed 
for all intersection points for all light sources, is obviously very time 
consuming. In fact, for environments with complex lighting, shad- 
ow testing is frequently the dominant computational expense. 

The results of ray tracing have been some of the most realistic 
images to date (Fig. 7). However, there are many scenes that cannot 
be adequately modeled by ray tracing, and there are several short- 
comings to the method. First, the method combines the modeling of 
global illumination and the computation of the image plane intensi- 
ty function into a single operation, thus requiring new calculations 
for every change of view. Second, the computational expense is 
already high, and despite the fact that algorithmic advances have 
accelerated the computations (11-I#), new calculation methods 

must be found to make the solutions more tractable. Third, the ray 
tracing method provides only point-sampled information, which 
causes some aliasing problems, and makes it difficult to simulate area 
light sources. Lastly, and most important, the reflection models used 
to date are empirical and do not account for the required energy 
equilibrium conditions. Some of these shortcomings can be elimi- 
nated by the use of multiple sample points for each pixel, or ray 
tracing with cones instead of point samples (15). One particularly 
effective method called distributed ray tracing (16) determines the 
directions of the rays according to the analytic function they sample, 
and thus can incorporate fuzzy phenomena such as motion blur, 
depth of field, and penumbras. However, despite the impro\red 
picture quality, the energy equilibrium conditions still cannot be 
satisfied with the ray tracing procedure. 

Radiosity 
As previously shown, ray tracing methods take into consideration 

the global illumination contribution by the addition of specularly 
reflected and transmitted terms in their respective directions only. 
The dissipation of intensity with distance cannot be accurately 
simulated with this point sampling procedure. Furthermore, ray 
tracing neglects the interaction of diffusely reflecting surfaces. In 
most environments, the object-to-object reflections between difise 
surfaces have a major influence on scene illumination. The majority 
of surfaces in a real environment are diffuse reflectors and, in 
general, specular reflections account for only a small proportion of 
the total reflected light energy. 

A new procedure for image generation, based on methods in 
thermal engineering (17, 18) and applicable to environments com- 
posed of ideal diffuse emitters and reflectors, was developed by 
Goral et al. (19). This procedure, known as the radiosity method, 
determines surface intensities for difise environments independent 
of observer position. 

Light leaving an object surface, its radiosity, originates from the 
surface by direct emission, as from a light source, or by the reflection 
of incident light (Fig. 8). The amount of light arriving at a surface 
(the incident light) comes from all other surfaces and lights within 
the environment. Thus, the amount of light arriving at a surface 
requires a complete specification of the geometric relations between 
all reflecting surfaces, as well as the amount of light leaving every 
other surface. This relation is expressed by: 

where pi is the radiosity of surface i ,  Ei is the emissivity of surface i, 
Ai is the area of surface i ,  pi is the reflectivity of surface i ,  Pj is the 
radiosity of surface j, Fji is the fraction of the energy leaving surface j 
and landing on another surface i ,  Aj is the area of surface j, and n is 
the number of discrete surfaces. 

The term Fji is known as the "form-factor" and can be geometri- 
cally determined. However, a reciprocity relation exists between 
form-factors such that FVAi = FjiAj. Therefore, by dividing 
through by the area Ai, the more familiar radiosity equation ib 
obtained: 

Assume the environment is subdivided into a set of small discrete 
surface elements or "patches," each with a constant radiosity. The 
radiosity of each patch can be mathematically expressed as described. 
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The unknown quantities in the equation are the patch radiosities, 
since the radiosity of each surface depends on the radiosity of every 
other surface. However, since this same equation can be written for 
each patch, a set of simultaneous equations can be generated to 
describe the interaction of the diffuse light energy within the 
environment. The solution to this set of equations yields the correct 
radiosities and fully accounts for the global illumination within 
difise environments. Both the emissivities and reflectivities are 
wavelength-based functions and thus, the equations are only valid 
for a given wavelength interval, or "color band." For the generation 
of computer pictures, it is usually sufficient to use three color bands 
corresponding to red, green, and blue. The entire process can be 
described by the following set of sequential modules. 

Inputgeornetty. The environment geometry is described by a set of 
polygon descriptions, each with their appropriate vertex coordi- 
nates. Associated with each polygon are reflectivity and emission 
values for each color band and a parameter for subdividing the 
polygon into patches. 

Forrnzfactors. After the patches are defined by subdividing the 
polygons, the form-factors from each patch to every other patch are 
calculated. The form-factor, which specifies the fraction of the 
energy leaving one surface that is received by the other, is dependent 
only on the geometric relation between the two surfaces. Variables 
include the shape, area, and orientation of each patch, the distance 
between them, and the portion of each patch visible to the other. By 
taking into account occluding surfaces, complex environments can 
be accurately modeled (20). 

Radiosity solutions. For each color band, a matrix of simultaneous 
equations is constructed with the form-factors and the appropriate 
set of reflectivities. The corresponding emission values are then used 
to solve the equations for patch radiosities. 

Rendering. An eye position, view direction, and frustum angle are 
specified from which an image is rendered. For each pixel, the 
location of the view ray-patch intersection is computed. The color, 
or colors, are found through a bilinear interpolation of the known 
vertex color values. 

Display. Once the color of each pixel has been computed, the 
results are transformed to digital output for each of the red, green, 
and blue electron guns of a television monitor. If the chromaticity 
coordinates of the phosphors are known, accurate renditions can be 
obtained with the use of color science principles. 

The introduction of the radiosity method has led to a complete 
decoupling of the light reflection simulation from the final image 
rendering. The illumination calculations are independent of viewing 
parameters and can be performed on an individual wavelength basis 
or on any number of independent wavelength bands. Form-factors 
need be computed only once for static environments. If the lighting 
conditions remain constant, the radiosity solution is also valid for 
any viewing position. Thus the environmental intensity information 
can be preprocessed and subsequently used for multiple views. Since 
only the rendering process has to be repeated for each image, and 
this part of the standard graphics pipeline is now executed in 
hardware on many graphics workstations, dynamic sequences can be 
displayed (Fig. 9). 

Furthermore, the inclusion of all elements of the environment in 
calculating the global illumination effects yields more accurate 
solutions than those previously achieved. The phenomena of "color 
bleeding" from one surface to another, variable shading within 
shadow envelopes, the effect of area light sources, and penumbra 
effects along shadow boundaries can all be reproduced. However, 
there are several disadvantages to the radiosity approach. Because of 
the large computational cost in computing the form-factors, the 
method is practically limited to static environments, ones in which 
the geometric relation between surfaces remains constant. As pre- 

sented, the approach is also limited to purely diffuse scenes. Lastly, 
the solution is only as accurate as the discretization of the environ- 
ment. 

During the past few years, the limitations of the radiosity 
algorithms have been substantially extended. T o  reduce the compu- 
tational expense without sacrificing image quality, a two-level 
adaptive subdivision approach was formulated (21). First, a coarse 
patch solution, in which the patches act as light sources and 
reflectors, is obtained. Then the patches themselves are further 
subdivided into elements. The elements act as receivers of the light 
from the coarse patch solution and provide the sample values for the 
final rendering process. The advantage is that the element subdivi- 
sion can be continued adaptively as high radiosity gradients are 
discovered without recomputing the patch radiosities. Effectively, 
this means that the picture quality improves by sampling the 
environment in areas where the changes are the greatest. 

The restriction of complete diffisivity has also been removed. 
Although the approach is not tractable because the number of 
equations becomes so large, different reflection functions have been 
incorporated into the radiosity solution allowing for specular reflec- 
tions and "reflection trackin$' (22). The addition of a post-process- 
ing step incorporated specularity more efficiently (23) (Fig. 10, 
right), and the standard radiosity solution was further extended to 
include the effects of scattering due to a participating media (24) 
(Fig. 10, left). 

However, most importantly, the adaptive procedures mentioned 
previously reveal another important phenomenon, that is, a coarse 
solution that generates a reasonable approximation of incoming 
energy combined with a more detailed, finer solution to generate 
outgoing intensities can produce excellent results for the modeling 
of global illumination effects. Carried a step further, the incoming 
energy can be estimated by the use of only the patches providing the 
largest energy to the entire environment. Thus, rather than solving a 
complete set of simultaneous equations, an iterative approach that 
considers the contribution of one patch at a time can be used. This 
approach monotonically converges on the correct solution, but 
interim results can now be displayed as the solution is progressively 
refined (25). 

With this technique, one can obtain images that are almost correct 
(98 percent) at speeds two orders of magnitude faster than with 
standard radiosity approaches. Furthermore, the enormous memory 
requirements are also reduced, allowing the simulation of very 
complex environments. This progressive refinement technique al- 
most immediately provides a useful solution that progresses grace- 
fully and continuously to the complete radiosity solution. 

Conclusion 
The ray tracing and radiosity approaches demonstrate two meth- 

ods for producing realistic images, but both are only restrictive 
solutions to the integral equations required to simulate global 
illumination (9). The best way to obtain the correct solution is to 
use Monte Carlo simulations, ones that can incorporate different 
reflection functions and motion phenomena similar to the distribut- 
ed ray tracing, but these are computationally intractable. Perhaps a 
more scientific and comprehensive basis for combining the benefits 
of ray tracing and radiosity may prove worthwhile. 

Despite the quality of the images shown, the simulation methods 
presented are not sufficient. It is still difficult to model the attenua- 
tion or the scattering effects of light as it travels through a medium. 
Environments with changing geometry or topology are difficult to 
compute. Foliage, texture, water, clouds, and many natural phe- 
nomena cannot easily be handled with current simulation technolo- 
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Fig. 10. (Left) By disartizing not only 
the surfaces but the endad vdumc, the 
r a d b s i t y m a i l a d c a n b e ~ t o  
acanmtfbrtheanission,scaaaing,and 
absxpnbyapacticipathgmdium, 
swhasthedhpersionofhghtinasmdry 
- I m a g c + b y H d l y ~ -  
mcier. (Right)* radiosity algoriduns 
havebrmextendcdtoindudcthespecu- 
l a r t o d i f f u s e e n a g y . l k T h c o f  
the top of the vanity along with the 
objects on it ccsults pnmanly &om the 
dL#remissionhthelampaswellas 
thespcculvrceection&omtheminw. 
ImagcproduccdonanHP32oSRXby 
John Wallace. 

gy except in very special cases. Better and more accurate light 
reileaion models, those that are physically and energy based and can 
model arbitrary specaal and spatial distributions, need to be devel- 
oped. The entire process must be made computationally Easter to 
provide dynamic capability and to enhance our opportunities for 
scientific and design exploration. We would like to visualize experi- 
ments that have not been conducted, perbrm noninvasive diagnos- 
tic techniques for medicine, and walk through environments that 
have not yet been built. Because graphics will become the dominant 
fbnn of communication between humans and computers, our quest 
fbr realism will continue. 
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