
sampling intervals. In subsequent analyses, 
about 10,000 records at the genus lcvcl 
rcplaced the family data, and thc time scalc 
was refined to contain 5 1 sampling intervals 

( 4 ) .  
Thc rcfincmcnt of the time scale from 39 

to 51 sampling intervals was not done arbi- 
trarily. Rather, recognized substage bound- 
arics were used to brcak up the longer 
sampling intervals of the more primitive 
Harland scalc. Thc new generic data were 
placed in the substages as accuratcly as possi- 
ble. That is, the rcfincmcnt was not done 
merely by interpolation from thc old time 
scalc. Inevitably, thc 51-interval scale in- 
cludcs a highcr proportion of minor bound- 
aries defincd on criteria other than major 
cxtinction events. This should havc thc effect 
of diluting the 26-my signal sccn in the 
original time scalc (Fig. 1A). This predic- 
tion was testcd by applying the Stigler and 
Wagncr simulation procedure to the 51- 
intcnial scale, and thc result is shown in Fig. 
1U. Thc tendcncy for the time scale to 
producc a 26-my periodicity has disap- 
pcarcd. Thus, a 26-my signal can bc seen in 
the coarse time scalc because it contains a 
substantial nunlbcr of boundarics defincd by 
major extinctions. The finer time scalc con- 
tains 36 of the original 39 boundaries, but 
the addition of 12 minor boundarics masks 
the periodic signal. 

If our original finding of pcriodicity had 
bccn spurious or a statistical flukc, it is likely 
that increasing thc data basc by a factor of 
20 would have dcstroycd or scvcrcly altered 
thc signal. Instcad, thc periodic signal has 
been considerably strengthened, as shown in 
Fig. 2, which is based on  9773 generic 
rccords and thc full 51-intcrval timc scale. 
The last six events (1 50 my before present to 
thc prescnt) arc clearly delineated and match 
the 26-my periodicity almost perfectly, al- 
though the radiometric dating of the sixth 
(Tithonian) is uncertain. Earlier events 
show a poorer fit, as is reasonable in view of 
thc wcakcr biological and tcmporal control 
in thc oldcr record. 

Thc casc for pcriodicity in the extinction 
rccord is bascd on statistical infcrencc with 
niessy data, and thus it cannot bc proved or 
disproved in a truly satisfactory manncr. 
Because acceptarlcc of pcriodicity (and some 
of its suggcstcd causcs) would cntail a major 
shift in the way geologists look at thc history 
of thc carth and of lifc, it is propcr that thc 
hypothesis be evaluated as toughly as possi- 
blc. To this cnd, thc past thrcc years havc 
sccn a number of publisllcd reinterprcta- 
tions of thc cxtinction data. Some of thesc 
have supported periodicity (Y) and othcrs, 
such as the Stiglcr and Wagncr effort, havc 
not (10). Somc of the negative criticisms 
havc been constructive and havc Icd to 

important improvcmcnts in the testing pro- 
cedures. 

The qucstion of pcriodicity will not bc 
settlcd complctcly until we have ncw data 
indc~endcnt of thc cxtinction rccord. A 
numbcr of laboratories are working inten- 
sively to providc indcpcndcnt tests, includ- 
ing broad sampling for cvidcnce of climatic 
changes, meteoritc impact, and othcr signals 
in cnvironmcntal history that may corrobo- 
rate periodicity. Not until thcsc databases 
are fully developed will wc know for sure 
whcthcr cxtinction is periodic and, if so, 
whether the signal is simplc or complex. In 
the meantime, tllc periodicity idea is a hy- 
pothesis bcing testing in thc best tradition 
of science. 

DAVII) M. RAUP 
J.  J. SEPKOSKI, JR. 

Department o f '  
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Response: Fours years ago, Raup and 
Sepkoski (1) creatcd an immense stir with 
thcir detailed examination of thc bold hy- 
pothcsis that cxtinction rates werc periodic 
with a period of 26 million ycars (my). A 
major component of that paper was a signif- 
icance test thcy performed, decisively reject- 
ing thc alternative hypothesis that extinc- 
tions have occurred as a totally random 
process. In our rcport (4, wc cxamincd tllc 
statistical propcrtics of the test they used 
(3); we replicatcd thcir analysis and con- 
firmed their main result (that the rccordcd 
series of extinction rates was inconsistcnt 
with thc hypothcsis of a totally random 
proccss), but wc discovcrcd two things 
about thc test that led us to conclude that 
thc apparent periodicity could well be a 
statistical artifact. Wc remain convinced that 
our conclusion was correct. 

In our examination of thc significance 
tcst, wc discovered that the Harland time 
scalc (4) as used in thc original papcr by 
Raup and Sepkoski (1) exerted a peculiar 
bias toward a best fitting period of 26 my 
and that tllc test was as sensitive to mcasure- 
mcnt error of a type known to be present in 
the data as it was to truly periodic signals, 
givcn tllc noisc lcvels cxpcctcd with thesc 
data. Wc speculated that the two factors 
working togcthcr could well have produccd 
an artifactual, statistically significant, "pcri- 
od" of 26 my in thc original study. We 
notcd that, evcn if thc timc scalc were 
refined to thc point of being equally spaced 
(with a stagc duration cqual to thc avcragc 
stage duration for the Harland scalc), the 
second factor could produce an artifactual 
"period" in thc rangc from 25 to 30 nly- 
the strong prcfcrcncc for exactly 26 my 
would disappear, but the tendency of such 
models to produce artifactual pcriods would 
pcrsist. Our results imply that no valid dem- 
onstration of periodicity is possiblc without 
allowing for this tendcncy. 

In thcir comment, Raup and Scpkoski 
note [as thcy alrcady had in (I)] that thc 
boundarics of several strata arc dctcrnmined 
at lcast in part by the fossil rccord itself, and 
they suggcst that thc strong preference for 
26 nly we found in the Harland time scale 
might bc a reflection of this connection, and 
indccd that it might thcreforc be taken as 
itsclf cvidcnce of periodicity. Wc notc first 
that thcse pattcrns in the time scalc, whatev- 
cr their naturc (whcther thcy are the result 
of a numerical quirk or a consequcncc of a 
true periodicity), are irrelevant to an impor- 
tant part of our analysis. The patterns in thc 
tinie scalc wcre not responsible for the statis- 
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tical significancc that Raup and Scpkoski 
found and we corroborated. This is because 
the test was conditional on the time scalc, 
calibrated to be an equally valid tcst of the 
null hypothcsis for any timc scale. That is, 
the calculation of the P values was based on 
the given time scalc in such a way that the 
chance a totally random serics would pro- 
duce a statistically significant result is the 
same for any timc scale. We refer here to the 
test thcy pcrfornled that did not randomly 
rearrange the time scalc; we shall briefly 
comment later on the reasons we believe the 
tcst that randomized the timc scale, while 
valid, docs not test an interesting null hy- 
pothesis and thus docs not address the scicn- 
tific question at issue. 

'fie time scale does affect the ability of the 
conditional test to detect alternative hypoth- 
eses; for the Harland scalc the bias would 
make it difficult to detect any but a 26-my or 
27-my pcriod, if one existed, even though 
the sensitivity of the test to measurement 
crror is little affected by the time scale. 
Indccd, the bias makes it likely that the tcst 
will interpret many appreciable departures 
from the null hypothcsis (periodic or not) as 
approximately a 26-my pcriod. But by itself, 
the pattern in the timc scalc will not tend to 
producc statistical significance with totally 
random series. 

Raup and Scpkoski suggest that the pref- 
erence of the Harland time scale for 26 nly 
might itself be interpreted as evidence of 
periodicity in extinction rates. Unfortunatc- 
ly, this preference seems to be too fragile to 
be interpreted as support for that hypothe- 
sis. Indccd, to a surprising degree this prcf- 
crcncc for 26 nly is due to what might be 
bcst tcrnmcd a numcrical quirk ill the Har- 
land scalc that seems con~pletely unrelated to 
any paleontological event. 

Our study (2) followed ( 1 )  in conccntrat- 
ing on the period from 253 million years 
ago (Ma) to 5.1 Ma. More than half of the 
Harland scale over this period, namely the 
period from 238 Ma to 113 Ma is based on a 
simple linear interpolation of 19 stage 
boundaries to form 20 subintervals between 
these limits. However, there are two impor- 
tant senses in which the interpolation in the 
scale actually used was not simple. First, as 
we stated in our report, we followed (1) in 
omitting the boundary at 181 Ma and amal- 
gamating the Bajocian and Aalenian into a 
single stage of duration 13  my. [The reason 
for this omission is not clear to us, but may 
have resulted from difficulties in dating ex- 
tinctions of families in the 1982 Sepkoski 
Compendium that was the basis for (1); 
these difficulties have evidently since been 
overcome, because later studies by Raup and 
Sepkoski do not amalgamate these stages.] 
Second, the interpolation is not linear, but 

rather it is periodic, with a period of 25 my! 
If linear interpolation were employed, the 
interpolated stage duration would be 1251 
20 = 6.25 my. T o  provide round numbers 
for datcs ovcr this span, Harland et al.  
rounded to  6 my, but made every fourtli 
duration 7 my in order to keep the total 
consistent. The sequence of durations ovcr 
this span was thus the periodic sequence (in 
nlillion years) 7,6,6,6,  7,6,6,6,  7,6,6,6,  
7, 6, 6, 6, 7, 6, 6, 6. The variation from 
uniformity is slight, but since it is extended 
over half the period of the study, its influ- 
ence is appreciable. We find that these two 
changes (reintroducing a boundary at 181 
Ma and using strict linear interpolation with 
all 20 of these stagc durations equal to 6.25 
my) account for about half the strong prcf- 
crcncc for 26 my we noticed, and if two 
other changes are made [namely the longest 
stage (duration, 15.5 my) is divided into 
two stages, and the shortest (duration, 1 
my) is amalgamatcd with an adjacent stage], 
the strong preference we found essentially 
disappears. The effect of these changes is 
illustrated in Fig. 1, computed on the same 
basis as figurc 7 of (2). These figures display 
the distancc from a timc scalc to a perfectly 
regular grid; our Fig. 1A reflects the bias 
toward 26 my in the Harland scale that is at 
the bottom of the effect portrayed in thcir 
figure 1A [and in figurc 4 of (Z)]; our Fig. 
1C shows how minor changes can producc 
near unik~rnmity (like that reflected in thcir 
figurc 1B); our Fig. 1B is intermediate. 

The point is that the preference for 26 nly 
is fragile, depending on  a numerical quirk 
and the placement of two extreme stages. 
Indccd, the 5 1-interval timc scale employed 
by Raup and Scpkoski in the~r  recent study 

Fig. 1.This figure, computed on the same basis as 
figurc 7 of (4,illustrates the fragility of the sharp 
bias toward 26 my in the original version of the 
Harland scalc (A), by showing how it is reduced 
by about half by elimination of the periodic 
numerical quirk in the intcrpolation scheme in 
(B), and is largely eliminated by (C) changes of 
the boundarics of the two most extreme stages. 
The ordinates give the average distances from 
each ofthree time scalcs to the bcst fitting cycle C, 
for C = 12 to 60. For each of the time scales, the 
average distance from the ti boundary points for 
that scale to the nearest point on the grid equally 
spaced by C (with phase cl~oscn to minimizc this 
average distance) was calculated; the vertical scalc 
gives these averages divided by the cycle length C. 
The timc scales are (A) the n = 40 point vcrsion 
of the Harlatid time scale over the period 253 Ma 
to 5.1 Ma, as used in ( I ) ;  (K)  the n = 41 point 
version of this scalc, where the boundary at 181 
Ma is reintroduced and the span from 238 Ma to 
1 1  3 Ma is recalculated with strict linear interpola- 
tion to eliminate the periodic numcrical quirk in 
(I)  and (4); ( C ) the n = 41 point version of the 
salnc scalc as (B), where the 15.5-my Albian stagc 
is subdivided and the 1-my Coniacian stage is 
amalgamatcd with the adjacent 2.5-my Turonian 
stagc. 

of generic level data employs only palconto- 
logically recognized boundaries and shows 
no trace of periodicity. 

Raup and Sepkoski also qucstion whether 
our moving-average model adequately cap- 
tures the stochastic structure of the errors in 
extinction series, and thcy quite correctly 
note that thcy had previously examined the 
effect that moi~cmcnt of two early mass 
extinctions would have upon the assessed 
significance in one application of the tcst 
(6 ) , arguing that this confronted the mea- 
surement crror problem. We discuss the 
adequacy of our model first, as that will 
permit us to explain why we believe that 
examination of alternative datcs for two 
mass extinctions docs not effectively con- 
front the problcm (although we were remiss 
ill not addressing this qucstion in the origi- 
nal report). 

In order to  properly address the issues 
involved here, it is important to keep in 
mind the fUndamenta1 logic of the signifi- 
cance test in qucstion: a tcst statistic (we 
called the measure of fit "Di') is computed 
for the data, and its value is compared with a 

Cycle length C (my) 
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reference distribution of values, values cor- 
responding to a random sample of series of 
the same length from a model that describes 
a data-generating mechanism for a world 
where the hypothesis of periodicity does not 
hold. For the test to have credibility, the 
model must capture in at least a gross sense 
the characteristics of the data we would 
expect in a nonperiodic world (no straw 
men allowed), and the test must not be too 
se~lsitiveto likely departures from that mod- 
el that are not of interest (are not periodic). 
For example, a test that uses random rear- 
rangements of the time scale to construct a 
reference distribution eliminates any time 
scale effect, but it has no obvious relevance 
to the geological world in question. It 
scrambles poorly estimated time spans with 
well-determined ones and confounds time 
scale effects, measurement errors that are 
serially dependent, species origination 
trends, and other factors related to time (for 
example, problems in resolving time of ex- 
tinction to the stage level and time spans 
needed for ecosystem recovery after mass 
extinction). 

We are not aware of any tests before our 
study of the periodicity of the extinction rate 
series that incorporated a stochastic compo- 
nent for measurement error (5 ) .Our choice 
of a specific, moving average model was 
heuristic; it was not based on a detailed 
empirical investigation of dating errors in 
extinction times for either families or gen- 
era. Such an empirical investigation would 
be difficult, since it would require estimates 
of the survival frequency and probability of 
discovery of fossils of a large number of 
species at many geological levels and in 
many geographical locations. Nonetheless, 
we believe we can defend our choice of 
model as describing errors of a plausible 
magnitude. Our moving average mock1 with 
parameter values 0 = 0.5 or 1.0 would de- 
scribe errors of a magnitude appropriate for 
generic-level data if a sizable fraction (say 
113 to 112) of generic-level extinctions were 
in error by one stage, which would corre- 
spond roughly to an average dating error for 
individual genera of at least a third to a half 
of an average stage, or about 2 to 3 my. For 
comparison, we note that Raup and Sep- 
koski have elsewhere described ( 6 ,  7) error 
bounds for dates of eight mass extinctions 
(which we would expect to be better dated 
than the extinctions of individual genera) as 
ranging from 1 my [for that at the Creta- 
ceous-Tertiary (K-T) boundary] to 12 my 
(for that in the Rhaetian), averaging 6 my. 
Errors of this magnitude are sufficient to 
produce the effect we studied. That mea- 
surement errors of the moving average type 
can be as large or larger than our model 
specifies is also suggested from the preva- 

lence of the phenomenon that Raup has 
given the evocative name "The Pull of the 
Recent"-the tendency for ancient taxa to 
be much better represented among currently 
extant species than past extinction rates 
would predict, a phenomenon that has been 
attributed in part to much better sampling 
among current species than in the fossil 
record (8) . Indeed, our choice of model is 
certainly conservative in one respect, namely 
that it does not permit errors larger than a 
single stage. 

We now turn to the relation of the dating 
of individual mass extinctions to our model 
for measurement error. We do not in the 
least dispute the statement by Raup and 
Sepkoski in their comment that the dates of 
several of the mass extinctions, such as that 
at the K-T boundary, are quite well deter- 
mined. But it is the effect of measurement 
errors on the whole series that influences the 
test. The effect is that of a smoothing filter, 
one which reduces the propensity to peak or 
trough, and tends to space out peaks or 
troughs more evenly than would be the case 
for random series. The test we examined 
looked at all peaks, both major and minor, 
and the major impact of measurement error 
would be expected to be on the placement 
and size of minor peaks. Actual minor peaks 
may have been effaced or moved by this 
smoothing, particularly when they occur (as 
may be inevitable) in less studied strata. 
Indeed, the pronounced effect of our incor- 
poration of measurement error in our model 
is to restrict the reference distribution for 
the statistic D to series that are smoother 
and more regular than totally random series. 
We grant their specialist knowledge of accu- 
rate dating of several extinction events, but 
it would require an extension of that knowl- 
edge to most of the entire series to have a 
large ett'ect on our conclusions. To experi- 
ment with the dating of two uncertain, early 
major peaks, as Raup and Sepkoski did in 
(6 ) ,is to move toward the construction of a 
reference distribution that incorporates spe- 
cial knowledge about measurement errors 
(although it cbes not get to the important 
issue of the minor peaks), and even there the 
statistical significance weakens. We do not 
know how one might effectively incorporate 
their expert specialist knowledge on the 
different si.zes of measurement errors in dif- 
ferent strata into a significance test. 

In their comment, Raup and Sepkoski 
argue that, if the apparent periodicity had 
been "spurious or a statistical fluke, it is 
likely that increasing the data base by a 
factor of 20 would have destroyed or severe- 
ly altered the signal." T o  the contrary, as we 
noted in our report (4,it is likely that such 
an increase in the data base would enhance 
the effect, particularly if the augmented data 

base were more susceptible to measurement 
error than the original. Thus our model 
would predict that as the generic data base is 
enlarged, with the addition of less accurately 
resolved genera (more likely to be subject to 
the Signor-Lipps effect), the pseudoperiodi- 
city would become more pronounced. The 
extinction series, anchored at a few well- 
determined mass extinctions (such as that at 
the K-T boundary) would be filrther 
smoothed by the new data, and the moving 
average effect, paradoxically, would become 
stronger. It is correct that a "statistical fluke" 
would not be expected to survive augmenta- 
tion of the data, but the same would not 
hold for a persistent bias such as that we 
discussed. 

On top of the Signor-Lipps effect, there is 
also the separate problem of dating fossils 
that are observed. For the full generic-level 
data set, no more than 67% of the extinc- 
tions have dates resolved to the level of the 
stage; the remainder are known only to 
lower resolution, and the data set was con- 
stnlcted by proportionally allocating them 
among possible stages (9). Yet while this 
proportional allocation is a quite sensible 
step from many points of view, it also 
increases the moving average component in 
the measurement error. 

Other factors have been noted which, 
while we did not incorporate them in our 
model, would qualitatively have the same 
e&ct as our moving average model, namely 
a tendency to separate the peaks more regu- 
larly than would be the case for purely 
random series. These include a tendency for 
the ecosystem to require a recovery time 
after a mass extinction (10) and a possible 
tendency for taxonomists to group together 
species as in the same genera due to proximi- 
ty of extinction time (11). In addition, if the 
analysis only treats as peaks those stages 
where the rate is judged to be statistically 
significantly higher than the neighboring 
minima, as was cbne in ( 6 ) and (7), this too 
will tend to separate the peaks more regular- 
ly and bias the test. 

We emphasize that the issue we acidressed 
was that of assessing the statistical signifi- 
cance of a visually appealing pattern. If a 
periodic appearance is advanced as a purely 
descriptive way of summarizing the pattern 
of extinction rates over the past 150 my in 
figure 2 of Raup and Sepkoski's comment, 
then no one with that figure in view could 
quarrel (just as no one, we feel, would see a 
visually appealing pattern over the first half 
of the same figure.) But the hypothesis of a 
periodic dynamic structure is so powerful in 
its implications, and so seductive in the ease 
with which it imposes itself on us with 
limited data sets such as this one, that it 
must be required to pass a stringent test. We 
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have not shown that extinction rates are not 
periodic. We have shown that periodicity 
cannot be validly demonstrated without in- 
corporating a model that allows for mea- 
surement errors that have moving-average 
behavior. This result, that certain types of 
measurement error can enhance a periodic 
signal or cause a pseudoperiodic signal to 
emerge from nonperiodic data, is counterin- 
tuitive. As Raup and Sepkoski have else- 
where written: "Inaccurate geologic dates or  
nonexistent extinction events will degrade 
the sample in a direction toward random- 
ness and away from any regular signal. Thus, 
to include uncertain data is to make statisti- 
cal testing more conservative. To argue that 
uncertainty in the data explains the observed 
periodicity is illogical" (6). While this is 
undoubtedly true for many stochastic error 
structures, what we have found is the sur- 
prising result that it does not apply to 
reasonable models for exactly the type of 

measurement error that they and other pale- 
ontologists have long recognized as preva- 
lent in such data. 

STEPHEN M. STIGLER 
MELISSAJ. WAGNER 

Department of Statistics, 
University o f  Chicago, 

Chicago, ILL 60637 
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