
curves to pulsar powering. Our hybrid sug- REFERENCES AND NOTES trgbys. J. 273, 261 (1983). 

gestion is that the peak luminosity is related 16. S. A. Colgate and C. McKee, ibid. 157,623 (1969). 
1. J. H .  Bahcall, M. J. Rees, E. E. Salpeter,Artvghys. J 17. W. Baade, ;bid. 102, 309 (1945). 

to ~i~~ decay and only the long-term decline 162. 737 (1970). 18. P. G. Sutherland and J. C. Wheeler. ibid. 280. 282 
is pulsar-powered. 

Alternatively, a slow decline could be due 
to other effects (interaction of ejecta with 
unusually dense surroundings, for example); 
in that case, one must ask what the long- 
term behavior of type 11's is, because even& 
ally pulsar activation should become appar- 
ent just as it has for the Crab nebula. Branch 
and Cowan (24) have, for example, detected 
a radio source as bright as Cas A only 26 
years after SN 1961v (25). Observationally, 
there is the selection effect that most of these 
events are observed in distant galaxies and 
can only be followed down for a limited 
period. The expectation that the remnant 
will continue to fade may also bias obsewa- 
tional effort after about 6 magnitudes of 
fading (19, 25, 26). For a typical type I1 
supernova, excitation by a central pulsar 
would not be expected after 6 magnitudes of 
decay unless the spin-down power exceeded 
5 X 10'~ ergsisec. Because SN 1987a is 
startlng off a factor 50 to 100 times dlmmer, 
it could reach the pulsar lummosity thresh- 
old much sooner, yet 7 magnitudes of de- 
cline would be required &en before SN 
1987a could be powered by a pulsar of 
typical 1012 Gauss magnetic field and entire- 
ly plausible 20-msec period. Thanks to its 
proximity, SN 1987a should be observable 
over a much larger magnitude range. A 
change of 20 magnitudes would take at least 
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A Substantial Bias in Nonpararnetric Tests for 
Periodicity in Geophysical Data 

A nonparametric test that has been used to conclude that extinction rates are periodic 
with a period of 26 million years is shown to be substantially biased toward this 
conclusion, regardless of whether or not the data are periodic in origin (and, indeed, 
regardless of the actual period if they are in fact periodic). The test is shown to be 
sensitive to measurement error of a type expected with these data (early recording of 
extinctions due to missing fossil specimens, the "Signor-Lipps effectyy), and it is shown 
that because of the unequal spacing in time, such models may be expected to produce 
statistically significant but artifactual periods of (in this case) exactly 26 million years 
over the span of time actually used. 

T HERE HAS BEEN CONSIDERABLE IN- terns, can be detected that depart signifi- 
terest in recent years in the analysis cantly from what might be expected from a 
of time series data in the geophysical 

sciences' with the goal of dete'minmg Department of Statistics University of Chicagq Chica- 
whether patterns, particularly periodic pat- go, IL 60637. 
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Cycle length C (m.y.) 

Fig. 1. Values of the measure of fit g(Cj (jagged 
line) computed from the family extinction data 
( I )  for C from 12 through 60. Also shown are 
least-squares fits to Monte Carlo estimates of the 
mean ofg(Cj for random series (upper line) and 
the. lower 1% points of the distribution ofg(Cj 
for each C for random series (lower line). The 
measure of fit d(Cj is found by subtracting the 
lower line fromg(Cj, and for the family extinction 
data the best fitting periodic cycle length as 
determined by the minimum value of d(C) is D = 
-1.05 achieved at C = 26 m.y. 

Fig. 2. The distribution of D, estimated by the 
Monte Carlo method for random series with the 
Harland time scale (6) and a kernel density esti- 
mate for 3000 pseudorandom series. The area to 
the left of the value D = -1.05 found for the 
family extinction data ( I )  is approximately 0.006, 
reflecting the obsenration that only 0.6% of the 
simulated random series showed a better fit to a 
periodic pattern than the family extinction data, as 
measured by the statistic D. 

series that is in some sense random. For 
example, Raup and Sepkoski (1, 2) exam- 
ined records of extinctions over the past 250 
million pears (m.p.) and found evidence of a 
period of 26 m.y. in the peaks of extinctions, 
and Raup (3) and Stothers (4 )  investigated 
records of magnetic reversals over the past 
165 m.y. with an eye toward determining 
whether or not a periodic component in 
variations in their rate could be discovered. 
In these and other examples (5), a simula- 
tion-based nonparametric test was em- 
ployed. The temptation to use such a test is 
strong, since there are characteristics of the 

problem and the data that may make stan- 
dard time-series techniques inappropriate. 
For one, stratigraphic epochs are of unequal 
duration, and hence the observed rates are 
not equally spaced in time. In addition, it is 
desirable that the test be sensitive to a wide 
range of different periodic patterns, includ- 
ing both smooth (for example, a sine wave) 
and sharply punctuated patterns. 

The test most frequently employed in the 
studies cited above is one that was suggested 
by Stothers (5)  for investigating the solar 
activity cycle and was later and independent- 
ly proposed by Raup and Sepkoski (1) for 
use with extinction data. The versions em- 
ployed differ in nonessential ways; the ver- 
sion described here is equivalent to that of 
Raup and Sepkoski, although the notation 
differs from theirs. The data are supposed to 
take the form of a series of rates or intensi- 
ties R R2 ,  . . . , R, observed at or identi- 
fied with time points t l ,  t 2 ,  . . . , t,. For 
example, the rate R i  map be the number of 
extinctions observed to fall in the epoch 
from ti-1 to t i  divided by the length of the 
epoch, ti - ti-l. The time points need not 
be equally spaced. 

First, the series is examined for peaks: 
there is a peak at ti if R i  > Ri-1 and 
Ri > Ri+ l .  Let P1 < P2 < . . . < Pk be the 
time points at which there are peaks. For 
each of a possible range of cycles of duration 
C m.p. (say, for 12 5 C 5 60, as with the 
extinction data), a grid of time points equal- 
ly spaced by C is adjusted to give the closest 
agreement to the observed peaks, in the 
sense that a measure of fit g(C) is mini- 
mized. That is, for each to and each Pi, the 
time point of the form 

evaluated simultaneously raised the estimat- 
ed level of significance somewhat, but the " 
deviation was still judged significant at the 
1% level, a result in accordance with our 
analvsis below. 

Nonparametric tests are appealing in that 
few assumptions are necessary for their va- 
lidity. But that advantage comes at a cost: 
they are often not able to detect effects that 
it would be desirable to detect (that is, they 
may lack power), and they may be sensitive 
to departures from the null hypothesis that 
are not of interest. These potential difficul- 
ties are compounded by the fact that the test 
statistic is frequently not easily amenable to 
analytic study, and it can require extensive 
simulation merely to begin to assess the 
potential magnitude of these costs. The pre- 
sent study was motivated by a desire both to 
evaluate the performance characteristics of 
this particular test (and thus gain a better 
understanding of the implications for the 
study of data on extinction rates) and to 
illustrate in general the kinds of pitfalls that 
can be encountered in applying nonpara- 
metric procedures in complex settings. 

The time scale. The evaluation of the test 
must depend on the time scale, that is, on 
the total time span covered and on the 
intervals between time points and their pat- 
tern. Most of this study was performed with 
the use of 40 time points from the Harland 
time scale (6), ranging from 253 m.p. before 
present (B.P.) (in the Late Permian) to 5.1 
m.y. B.P. (at the end of the Miocene). This 
choice was to provide comparability with 
Raup and Sepkoski (1, 2); however, where 

Table 1. Estimated levels of significance (P  val- 
ues) for the nonparametric test for periohcity in 
the family extinction data under various hypo- 
thetical models. The test is not particularly sensi- 
tive to autoregressive models, but it is sensitive to 
moving average models and strongly periodic 
models. A period in the range of 25 to 30 1n.y. 
was only reliably detected here, however, when 
the signal-to-noise ratio 8 exceeded 2. 

(where mi is an integer) is found that is 
closest to Pi. Then to  is adjusted and the 
process is iterated to minimize thz standard 
deviation of the errors ei = Pi - Pi 

Model Estimated 
P(D < -1.05) 

The minimized g(C) will of course have 
P = 0. The measure of fit g(C) is then ex- 
amined to determine whether it is sufficient- 
ly small for some C to reject the hypothesis 
of a random series. Figure 1 [a recomputa- 
tion of part of figure 2 of Raup and Sep- 
koski ( I ) ]  showsgjc) for the data on extinc- 
tion of families; the dip at C = 26 to 
B(C) = 3.85 was judged by them to be 
significant since only a small fraction of 
simulated series of random rates produced a 
dip this low at C = 26. Subsequent analyses 
(2) that used minor variations on the data 
and took account of the fact that many 
potentially significant cycles were being 

Autoregressive -0.1 0.002 
0.1 0.010 
0.2 0.016 
0.3 0.025 
0.4 0.036 

Moving average 0.25 0.030 
0.50 0.060 
1.00 0.170 

Period P = 26 m.y. 0.25 0.026 
0.50 0.079 
1.00 0.465 
2.50 1.0 

PeriodP = 30 m.y. 0.25 0.018 
0.50 0.030 
1.00 0.188 
2.50 1.0 

All models 0.0 0.006 
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they stopped at the end of the middle Mio- 
cene (1113 m.y. B.P.) we went one time 
point further, to 5.1 m.y. This was because 
they judged 11.3 to correspond to a peak 
extinction rate. and unless we extended the 
time scale beyond 11.3 it would have been 
impossible for any of our simulated series to 
peak at that value. Following Raup and 
Sepkoski (I) ,  we amalgamated the Bajocian 
and Aalenian into one stage (and thus their 
common boundary, 181 m.p. B.P., does noi 
appear as a time point in this study). 

Although the results we report depend in 
important ways on the time scale, minor 
changes do not have a great effect. In partic- 
ular, our results are not greatly changed if 
another closely related version of the time 
scale for the same period, such as that of 
Odin (7) or Snelling (8 ) ,  is used. Despite 
this general insensitivity to minor alterations 
in the scale, it will be inappropriate to 
evaluate significance by a simulation that 
shuffles the time scale, as is sometimes done 
[for example, in some of the studies report- 
ed ( I ) ] .  In the terminology of statistical 
theory, we are treating the time scale as 
ancillary to the periodic structure, and all 
tests are conditional on the scale actually 
observed. Othenvise, extraneous noise may 
mask a real effect, or fortuitous patterns in 
the time scale may make an artifactual effect 
appear to be real. . . 

The problem of multiple comparisons. In 
assessing the significance of low values of 
d(C), care must be taken to guard against 
exaggeration due to the fact that many 
simultaneous tests are being performed. 
Since the data were inspected for low g.(C) 
at any period C (not just at C = 26), we are 
consequently interested in determining the 
probability that chance alone would pro- 
duce a deviation as extreme as that we 
observed at any cycle length. Inspection of 
Fig. 1 suggests that we must correct for the 
tendency of d(C) to increase with C in 
judging.deviaiions. A simulation study was 
performed to estimate the 1% lower per- 
centage point for &) for random series, 
which was found to increase approximately 
linearly with C. A least-squares fit gave the 
equation of the line as 0.25C - 1.60. [The 
mean ofg(C) was estimated to increase as 
0.29C - 0.43; both these lines are in accord 
with the slopes shown in figure 2 of Raup 
and Sepkoski (1) or figure 4 of Sepkoski and 
Raup (9) .]  Hence, in all studies reported 
here deviations were given in terms of 
d(C) =g(C) - 0.25C + 1.60, and the de- 
parture from randomness was judged in 
terms ofD-the minimum value of d(C) for 
C in the range 12 5 C 5 60-with low 
values o f D  indicating a good fit to a cycle of 
the corresponding length (1 0). 

Assessing. the sign$cance of a dm'ation. For 

-- 

Fig. 3. A plot of D [the minimum 
- 

value of d(C) 1 versus C (the value 
7 

of the cycle fen@ for which the 
best fit to periodicity was found), 
for 3000 pseudorandom series, 
with the Harland time scale (6). 
Points below the horizontal line at 
D = - 1.05 represent simulated se- 
ries that showed greater evidence of 
periodicity than the family extinc- 
tion data ( I ) .  

10 20 30 40 50 60 

Cycle length C (rn y ) 

Fig. 4. The frequency distribution 300 - 

of the best fitting cycle length C for 
3000 pseudorandom series with the 
Harland time scale (6). Note the 
pronounced peak at 26 m.y., de- 
spite the absence of any periodic 
component in the simulated extinc- 
tion rates, which reflects the pattern 
of the three or four stratigraphic $' 
stages of longest duration in that 2 - 

time scale. $ 1  

100 - 

i 

~ 
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Cycle length C (m.y.) 

Fig. 5. Frequency distribution gen- O 0  1 

erated in the same manner as that in 
Fig. 4, except that it is based on 
1000 series of simulated extinction so -I rates with the Harland time scale 
(6) with a periodic component with 
cycle length 30 m.y. and with a 
signal-to-noise ratio of 1: 4. Note 60 - 
the pronounced peak at 26 m.y., ' 

indicating that such series are more , 
likely to show a best fit to a time 2 
cycle of 26 m.y. than to one of 30 40 ; 
m.y. 

10 20 30 40 50 60 

Cycle length C (m y.) 

the data on family extinction, the minimum ated, each series consisting of 40 indepen- 
deviation occurs. at 26 m.y.; its value is dent pseudorandom variables Ui (taken as 
d(26) = - 1.05. To determine whether uniformly distributed between 0 and I ) ,  and 
D = min d(C) = -1.05 is a significant de- D was calculated for each series. That is, for 
parture from what would be expected with each series, we (i) set the 40 rates Ri equal to 
random series, a simulation experiment was 40 of the variables U,, (ii) found as peaks 
performed. A total of 3000 series was gener- those R, for which Ri > R,-, and 
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Fig. 6. Frequency distribution gen- O0 -1 

erated in the same manner as that in I 
Fig. 4, except that it is based on 
1000 series of simulated extinction 80 .! 
rates with the Harland time scale I 
(6) generated according to a mov- 
ing average process with 0 = 1.0. 
This process is intended to reflect $ 60 the effect of measurement error of a 2 
type anticipated with such data, & , 
due either to the early recording of 
extinction events because of miss- 40 ' 
ing fossil records or to the fraction- ~ 
al allocation of events to several I 

stages because of a lack of resolu- 
20 1 tion of the time of the event. Note 

the pronounced peak at 26 m.y. 
despite the absence of any periodic 
component to these simulated i 0 

1------ 
A 

7-- 
rates. 10 20 30 40 50 60 70 

Cycle length C (my.) 

Fig. 7. The average (line marked with diamonds) 
of the 40 distances from the 40 Harland time 
points from 253 to 5.1 m.y. included in this study 
(6) to the nearest grid point on the best fitting 
cycle C (with phase chosen to minimize this 
average); the vertical scale gives these averages 
divided by the cycle length C. The other line 
shows the corresponding average distances (again 
relative to C) for the 40 equally spaced time 
points from 253 to 5.1 m.y. 

Ri > Ri+l,  (iii) iteratively computed j(C) 
for each C, and (iv) then found D. Only in 
17 of the 3000 series, or 0.6% of the cases, 
was D smaller than -1.05, giving an esti- 
mated P value of 0.0057, with an estimated 
standard error of 0.0014. We can thus be 
confident that P < 0.01 and that it is quite 
unlikely that a series of random rates would 
give a value for D = min d(C) as low as 
-1.05. Figure 2 shows an estimate of the 
probability density of D based on this simu- 
lation experiment. Thus far the analysis es- 
sentially duplicates that of Raup &d Sep- 
koski (2), and it reaches the same conclu- 
sion: the series is not random. 

This conclusion does not d e ~ e n d  on the 
particular distribution used, namely, uni- 
form from 0 to 1. Because the locations (and 
hence the distribution) of the ~ e a k s  are 
unaffected by monotone transformations of 
the rates, exactly the same conclusion would 
be reached with anv other distribution for 
the rates. Indeed, d n ~ y  the exchangeability 
of the rates is important, and thus the same 
conclusion would be reached if the original " 
data values had been randomly rearranged 
3000 times (1 1) .  

In the simulation study we kept track of 
both D and the corresponding cycle length 

0 20 -- -- --- 
10 20 30 40 50 60 

Cycle length C 

C that gave this minimum value. Figure 3 
shows a scatterplot of D versus C for the 
experiments; the lack of any pronounc- 
ed relation confirms that subtracting 0.25C 
- 1.60 from&) does not favor any partic- 
ular cycle length, although the lower disper- 
sion for cycles less than 20 m.y. in duration 
effectively prevents their appearance as sig- 
nificantly low deviations. The surprising fea- 
ture of these data only becomes apparent 
when the marginal distribution of C (Fig. 4) 
is examined: there is a strong tendency for 
random series to show their best fit for 
C = 26. Indeed, more than one-quarter 
(27%) of the best fitting cycles greater than 
20 m.y. occurred at C = 26 or C = 27. That 
is, although the observed value of D is 
extremely low compared with this reference 
set, the observed best fitting period of 26 
m.y. is that most probable for random se- 
ries. 

The test's intrinsic bias toward 26 m.y. With 
series using randomly generated rates at the 
predetermined ti, the time scale exerts an 
intrinsic bias toward a best fitting period of 
26 m.y., although the calibration of the test 
of course, is such that these deviations tend 
not to be significant. This suggests, howev- 
er, that the effect may persist for nonrandom 

series and raises the possibility that for other 
models the test may be biased, that is, it may 
tend to indicate significant deviations at 26 
m.y. even when there is no periodic compo- 
nent of 26 m.y. We ~erformed a series of 
simulation experimen , and found this to be 
the case. ~~ecifically, if the rates exhibit a 
particular type of positive serial correlation, 
they will frequently produce significant de- 
viations, and the most probable best fitting 
cycle length is 26 m.y. Furthermore, if the 
rates are periodic, they will tend to indicate a 
cycle of 26 m.y. regardless of the actual 
period unless the periodic signal is strong 
relative to the noise. Thus, while the test is 
valid as a means of testing the hypothesis 
that the rates are totallv random. it cannot 
be used to discriminate among alternative 
models; it cannot even be used as a way to 
estimate the period length among periodic 
models. 

We investigated three classes of models. If 
we let {Ui} (i 2 0) represent a set of inde- 
pendent random variables, uniformly dis- 
tributed from 0 to 1, then the models for the 
rates {Ri} and the cases investigated are as 
follows. 

1) Autoregressive models, 0 = -0.1, 
0.1,0.2,0.3,0.4: 

R1  = U1 
Ri = O(Ri-l -0.5) + Ui, i r 2. 

2) Moving average models, 0 = 0.25, 
0.5, 1.0: 

Ri  = OUi-, + Ui, i r 1. 
3) Periodic models, periods P = 26, 30; 

0 = 0.25, 0.5, 1.0, 2.5: 
Ri  = (2015)sin(2atilP) + Ui, i r 1. 

All three models reduce to random series 
if 0 = 0. In all cases, 1000 series of length - 
40 were generated. 

All models are intended to represent at 
least qualitatively plausible scenarios for se- 
ries of extinction rates. Autoregressive mod- 
els may be thought of as capturing lasting, 
but diminishing, environmental effects (12). 
Moving averages result from measurement 
error, as when extinctions are misallocated 
or fractionally allocated to two adjacent 
stages. Finally, periodic models represent 
potential astronomical causes (Nemesis 
"de3th stars," "Planet X," and so forth). 

The significance of the observed deviation 
-1.05 was evaluated in all cases; the esti- 
mated P values are given in Table 1. The 
data in Table 1 suggest that, not only is the 
observed value D = -1.05 inconsistent 
with the model of a random series 
(0 = 0.0), it is also implausible for autore- 
gressive models for the range of 0 consid- 
ered. It is, however. consistent with either 
moving average or periodic models if 0 is 
sufficiently large. . - 

As an aid to interpreting these results for 
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periodic models. we note that for 8 = 1.0 
the standard deviations of the purely period- 
ic component and of the noise component 
are approximately equal: the signal-to-noise 
ratio is about 1.0 (13'). For data such as the 
extinction data, &e Aoise component may 
be expected to be large; indeed, comparison 
of the data series (1) with simulated series 
suggests that, even if there is a periodic 
component, a signal-to-noise standard devi- 
ation ratio on the order of l :  4 or l :  2 is 
plausible. For the models considered, this 
translates into a range of 8 from 0.25 to 0.5. 
For such 8 the test is not powerful at all; it is 
unlikely to detect the periodic signal. 

Even more striking is the observation 
that, for signal-to-noise ratios in the range 
1 :  4 to 1 : 2, the test is unlikely to indicate 
the correct period as that of best fit. The 
periodic signals of this strength are simply 
not sufficiently strong to override the bias 
toward 26 m.y. that is intrinsic in the time 
scale. Figure 5 shows the distribution of best 
fitting cycle lengths for 1000 series simulat- 
ed from a model with a period of 30 m.y. 
and a signal-to-noise ratio of 1 : 4. Essential- 
ly the same results were obtained by repeat- 
ing the experiment with a 15-m.y, phase 
shift. The bias toward a 26-m.y. period is 
pronounced. 

The sensitivity of the test to moving 
average models is particularly intriguing, 
since these models may be considered plau- 
sible ones for the series of extinction rates 
because they may be viewed as modeling a 
type of measurement error prevalent in these 
data. For example, if actual extinctions occur 
totally at random but 50% of each epoch's 
actual extinctions are mistakenly recorded as 
belonging to the previous epoch (due to the 
lack of presen~ation of specimens), then the 
recorded series will be a moving average 
with 8 = 1.0. Figure 6 shows the distribu- 
tion of C for the simulated moving average 
series with 8 = 1.0. If only 33% of the 
extinctions are misrecorded, 0 = 0.5. This is 
a simple model that qualitatively reflects 
what has been called the Signor-Lipps effect 
(14). The bias intrinsic to the time scale also 
exerts itself here and tends to favor 26 m.y. 
as the best fitting cycle. 

The role of the time scale. We repeated part 
of this study for several other time scales, 
including the Odin scale (3, the Snelling 
scale (8), and an equally spaced (by 6.356 
m.y.) grid of 40 time points from 5.1 to 253 
m.y. The results for the Odin m d  Snelling 
scales differ little from those reported for the 
Harland scale; the preference for the exact 
value of 26 m.y. is less marked than for the 
Harland scale, but in both cases the propen- 
sity for random series to produce best fitting 
cycles in the neighborhood of 26 m.y. re- 
mains, as does the sensitivity to moving 

average alternatives. The situation for the 
equally spaced grid is markedly different for 
random series, however. For random series 
with equally spaced time points, the prefer- 
ence for 26 m.y. disappears, and most best 
fitting cycles are in the range 12 to 18 m.y., 
a result quite at variance with that for the 
Harland scale (15, 16). Since most of the 
Harland intervals are nearly equal (30 of the 
40 are between 4 and 7 m.y.), this suggests 
that the sharp peak in Fig. 4 is due to the 
particular spacing of the-small number of 
stratigraphic stages of long duration, espe- 
cially the spacing of the Albian (1 13 to 97.5 
m.y;; duration, 1 5 . 5  m.y.), the Campanian 
(83 to 73 m.y.; duration, 10 m.y.), the 
middle Eocene (50.5 to 42.0 m.y .; duration, 
8.5 m.y.), and the early Miocene (24.6 to 
14.4 m.y.; duration, 10.2 m.y.). Figure 7 
shows how this unequal spacing favors cer- 
tain periods: it shows the averages of the 40 
distances from the time points ti to the 
nearest cyclic grid mark ji &r the best fitting 
cycles from 12 to 60  m.y. for both the 
Harland and equally spaced scales. The best 
fitting cycles of lengths 26 and 27  m.y. are 
about 15% closer to the Harland time 
points on average than they are to the 
corresponding points on the equally spaced 
grid. This sensitivity to these particular 
stages has been verified by further simula- 
tion: even if only the Albian is subdivided, 
the propensity for cycles of 26 m.y. is con- 
siderably diminished. We thus conclude that 
the sharp propensity for a cycle of 26 m.y. 
for random series is an artifact of the partic- 
ular spacing of a small number of long stages 
of the Harland scale. 

The other results carry over more directly 
to alternative scales. The test's sensitivity to 
moving average alternatives is as great for 
the Odin and Snelling scales as for the 
Harland scale. More surprising, this sensi- 
tivity to moving average alternatives reintro- 
duces a pseudoperiod in the neighborhood 
of 26 m.y. for the equally spaced grid scale. 
Despite the change in results for random 
series when the time scale is made more 
uniform, the behavior for moving average 
models is not greatly changed if the equally 
spaced grid scale is substituted for the Har- 
l&d scale with a moving average process 
with 0 = 1.0. Figure 6 is nearly identical to 
the comparable figure for a simulation of a 
moving average process based on the equally 
spaced grid scale. 

The nature of the test's sensitivity to the 
time scale and moving average models has 
several implications as to what should be 
expected if the data or the time scale (or 
bdth) are refined. First, improvements in 
the database may be expected to have little 
effect on the conclusions as long as the time 
scale is unchanged, unless the stochastic 

nature of the series is affected. This predic- 
tion is born out by the results of Raup and 
Sepkoski (2). They found little change in the 
results with improved family data, whereas 
genera data (which would be more suscepti- 
ble to lack of preservation of specimens and 
hence have a stronger "moving average" 
aspect) gave stronger evidence of a cycle. 
Also, if the time scale is refined by subdivid- 
ing a few large intervals, no major changes 
in the results are expected if there is a 
moving average characteristic to the data, as 
would be anticipated here. This prediction is 
supported by the results of Sepkoski (17). 
Indeed, if the subdivision is not accompa- 
nied by a refinement of the data, then no 
change for random series would be expected 
since the peaks of any series are undisturbed 
by linearly interpolating values between 
those observed. 

We conclude the following. (i) The non- 
parametric test, properly calibrated, is a val- 
id test of the null hypothesis of a random 
series. (ii) The test is not very powerful, 
however, and can only be counted on to 
detect strong periodic signals (signal-to- 
noise standard deviation ratio -2 : 1). (iii) 
The test is sensitive to nonperiodic alterna- 
tives as well, in particular to moving average 
processes. Since moving average processes 
could plausibly arise from measurement 
problems of the type known to occur with 
extinction data, this should be considered a 
likely explanation for the significant fit to an 
apparent cycle of 26 m.y. (iv) Even if the 
signal is periodic, biases intrinsic to the time 
scale render the test totally unreliable as a 
means of estimating the period, unless the 
signal is quite strong. 
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Atmospheric Trends in Methylchloroform and the 
Global Average for the Hydroxyl Radical 
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Frequent atmospheric measurements of the anthropogenic compound methylchloro- 
form that were made between 1978 and 1985 indicate that this species is continuing to 
increase significantly around the world. Reaction with the major atmospheric oxidant, 
the hydroxyl radical (OH), is the principal sink for this species. The observed mean 
trends for methylchloroform are 4.8, 5.4, 6.4, and 6.9 percent per year at Aldrigole 
(Ireland) and Cape Meares (Oregon), Ragged Point (Barbados), Point Matatula 
(American Samoa), and Cape Grim (Tasmania), respectively, from July 1978 to June 
1985. These measured trends, combined with knowledge of industrial emissions, were 
used in an optimal estimation inversion scheme to deduce a globally averaged 
methylchloroform atmospheric lifetime of 6.3 (+ 1.2, -0.9) years ( l a  uncertainty) and 
a globally averaged tropospheric hydroxyl radical concentration of (7.7 + 1.4) x lo5 
radicals per cubic centimeter ( l a  uncertainty). These 7 years of gas chromatographic 
measurements, which comprise about 60,000 individual calibrated real-time air 
analyses, provide the most accurate estimates yet of the trends and lifetime of 
methylchloroform and of the global average for tropospheric hydroxyl radical levels. 
Accurate determination of hydroxyl radical levels is crucial to understanding global 
atmospheric chemical cycles and trends in the levels of trace gases such as methane. 

ETHYLCHLOROFORM IS A LONG- 

lived atmospheric species whose 
only known sources are anthro- 

pogenic. It is widely used in industry as a 
solvent for degreasing and in other applica- 
tions; its global production and use acceler- 
ated significantly in the mid-1970s as it 
replaced the increasingly regulated solvent 
trichloroethylene (1). Its concentration has 
rapidly increased worldwide (1-3). This in- 

weighted globally averaged tropospheric 
concentration for the hydroxyl radical (OH) 
(1-3, 8). Knowledge of precise O H  concen- 
trations is crucial because O H  is widely 
recognized as the major gas-phase oxidant in 
clean tropospheric air. Thus it plays a central 
role in tropospheric chemistry, including 
chemical destruction of a wide range of 
species of anthropogenic and natural origin 
that are important radiatively or chemically 

moving average process of the we consider is crease is of considerable concern because or both (fo; example, CO, CH~,  NO,, and 
most easily seen where the stratigraphic stages are of 
equal duration, In that case, if in each stage a meth~lchlOrOform is a significant strata- SO2) (9). 
fraction 0/(1 + 0) of that stage's extinctions are spheric source of atomic chlorine and chlo- Since 1978 we have performed frequent 
misrecorded as occurring in the previous stage and rine monoxide (4) that can catalytically de- (4 to 12 measurements per day) real-time the remaining fraction l / ( l  + 0) are correctly re- 
corded, then the series of recorded extinctions (and StrOy stratospheric ozone (5 ) ,  and because it gas chromatographic measurements of 
hence the rates) will be proportional to a "moving is one of the greenhouse gases that may methylchloroform at stations throughout 
average" of the type we consider, with weight 0 on 
the previous stage and weight 1 on the current stage. 'Iimate change (6) .  the world, first as part of the Atmospheric 
The same will be true for series of unequal stages if The principal recognized atmospheric Lifetime Experiment (ALE) and (since late 
the fraction misrecOrded is rescaled by the ratio of sink for methylchloroform (CH3CC13) is the 1984) as part of the Global Atmospheric 
the successive stage lengths. 

15. Thus the effect found here is not related to the (7, 8, Gases Experiment (GAGE) (1, 10). The 
"wrapping effecr" noticed by T.  M. Lutz [Nature surface measurement stations are located at 
(London) 317, 404 (1985)] in a critique of the CH3CC13 O H  * CH2CC13 H 2 0  (1) coastal sites remote from industrial and ur- application of this test to magnetic reversal data. 
That effect, while red, is quite small here, as indeed The global rate of loss of CH3CC13, which ban sources and are designed to measure 
it was in the magnetic reversal case. D ,  M. Raup can be deduced from its known industrial accurately the tropospheric trends of trace 
(ibid., p. 384) has noted that the extinction data do 
not exhibit the type of long.term that was emissions and observed global trends, can be gases whose lifetimes are long compared to 
responsible for the major effect at the basis of the used to deduce accurately an appropriately global tropospheric mixing times (11). In 
convincing criticism Lutz made of the application of 
this test to the reversal data. 
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