
layer material needed to insulate the ice 
below it from the solar radiation (13). 

The idea that POM is an astrophysical 
material is not new. Wickramasinghe (14) 
suggested its existence to explain part of the 
interstellar extinction spectrum. VanGsek 
and Wickramasinghe (15) suggested that 
POM can be responsible for certain ob- 
served features in-the infrared spectrum of 
several comets. Mendis and Wickrama- 
singhe (16) echoed these suggestions and 
considered additional properties of POM 
that strengthened the indirect evidence. 

Polymer formation is one of the most 
characteristic properties of formaldehyde. It 
proceeds as an exothermic reaction. Mecha- 
nisms for polj~merization at very low tem- 
peratures in interstellar space involve quan- 
tum tunneling of the activation potential 
(17). Cosmic radiation plays an important 
role in this process. However, several pre- 
liminary steps need to be investigated to 
complete the chemical sequence of forma- 
tion, starting from the dominant constitu- 
ents in interstellar clouds. 

POM could have formed under the action 
of cosmic radiation on the surface layer of 
comet nuclei in the Oort cloud. However, 

since POM is still being released from the 
comet, it appears that the dust that contains 
POM is also deep in the interior of the 
nucleus. The POM must have been created 
in interstellar space, the presolar nebula, or 
the solar nebula and was then incorporated 
into the cometesimals at the time of their 
formation. This would be consistent with 
the hypothesis that comets are the Rosetta 
stone of the solar nebula (18). However, 
POM is not as volatile as the icy component 
of a comet nucleus and its affinity for dust 
grains would make it even more stable. 
Frozen water is the least volatile and most 
abundant component of the ices in comet 
nuclei, and is also relatively stable. However, 
most of the other volatile icy components 
are present only at the level of a few percent. 
Their primordial abundance in cometesimals 
may have been quite different. 
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High-Resolution Electron Microscopy and Scanning 
Tunneling Microscopy of Native Oxides on Silicon 

High-resolution transmission electron microscopy and scanning tunneling microscopy 
have been combined to examine the structure of the thin "native" oxide that forms on 
silicon surfaces at room temperature. Differences in the cleaning procedures for silicon 
wafers may affect the morphology of this oxide and critically influence hrther 
processing on the silicon substrates. An etch that ended with a dip in hydrofluoric acid 
provided a thinner oxide and a lower interface step density than did a sulfuric peroxide 
treatment. The availability of complementary information from high-resolution trans- 
mission electron microscopy and scanning tunneling microscopy is discussed. 

T HE EXPOSURE OF SILICON TO AIR AT 

room temperature causes a thin layer 
of "native" oxide to form. The prop- 

erties of this oxide affect subsequent epitaxy, 
metallization, oxidation, and electrical be- 
havior and thus are critical in solid-state 
silicon technology. Chemical and optical 
characteristics of the native oxide on silicon 
have been investigated by methods such as 
x-ray photoelectron spectroscopy (XPS) (1, 
2), electron energy loss spectroscopy 
(EELS) (2, 3), and ellipsometry (1, 4, 5).  
Such techniques have provided information 
on the oxide stoichiometry, density, impuri- 
ties, and growth rates. Their disadvantages 
are that these techniques average signals 
from over a large area on the sample surface 

and do not directly probe the nanometer- 
scale structure of the film. 

Recently, two powerful tools have emerged 
for examining the structure of surfaces and 
interfaces. First, high-resolution transmission 
electron microscopy (HRTEM) has evolved 
into a well-characterized technique for profile 
imaging of interfaces (6) and surfaces (4. 
Second, scanning tunneling microscopy 
(STM) (8) provides a new method for obtain- 
ing a planar view of surface structure. In this 
report cross-sectional HRTEM and real-time 
STM imaging are combined to accurately 
determine native oxide thicknesses and exam- 
ine silicon-oxide interface morphologies after 
two different cleaning procedures. Three ma- 
jor goals were achieved: (i) new information 
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on the structure of native oxide was obtained; 
(ii) the ability to gather complementary infor- 
mation from HRTEM and STM was realized; 
and (iii) STM imaging of a solid-state inter- 
face through a vacuum-dielectric bilayer barri- 
er was demonstrated. 

The wafers used in this experiment were 
p-type (100) slices with a resistivity p be- 
nveen 17  and 33 Q-cm. Two cleaning treat- 
ments were examined. The "A" cleaning 
involved 10 minutes of immersion in a 
sulfuric peroxide solution (50 ml of H 2 0 2  
added to an 8-liter H2SO4 bath just prior to 
wafer cleaning) at 90" to 110°C followed by 
10 seconds in 1 : 10 HF in deionized water 
(DI) mixed by volume. This procedure left a 
nearly bare silicon surface that formed a thin 
native oxide layer shortly after removal from 
the HF (1). The "B" cleaning involved 10 
minutes of immersion in a 1 : 3 : 3 solution of 
HN03-HC1-DI followed by the 10 minutes 
of sulfuric peroxide treatment discussed 
above in A. This is similar to the so-called 
chemical oxide treatments ( 9 ) ,  since it is 
thought that a small amount of oxide forms 
during the final cleaning step. Three hours 
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of exposure to air allowed the stable native 
oxide layer to form. Samples for STM re- 

in a continuous native oxide (Fig. 1B). In 
this case the thickness was somewhat greater 
(0.9 to 2.6 nm, with an average of 1.7 nm), 
as might be expected since some oxidation 
may occur in the sulhric peroxide solution. 
The mean spacing of steps at the interface, 
however, decreased to about 2.6 nm. By 
approximating the sample thickness as 15 
nm in the areas imaged and assuming no 
superposition effects, we calculated that the 
density of protrusions is on the order of 
0.8 x 1012 crr-2 for the A samples and 
1.3 x loi2 cm-2 for the B samples. Thus 
the treatment that ended with an oxidizing 
sulfuric peroxide bath led to about 50% 
more interfacial steps on the atomic scale. 

We were able to perform real-time imag- 
ing in STM (12). Our microscope was oper- 
ated in air initially and then in a low vacuum 
of 200 mtorr for improved tip stability at 
high bias. Tunneling through the oxide 
layer fiom the silicon surface prevented the 
observation of individual atoms, but the 
resolution was sufficient to identify small 
nonuniformities (on the scale of 1.0 nm) at 
the interface. 

The assumption that no superposition 
occurs is unnecessary when we examine the 
interface morphology by STM, since a pla- 
nar representation of the substrate-oxide 
interface is obtained from above. The wafer 
normal is thus perpendicular to the plane of 
the obtained images. Tunneling micro- 

graphs for both samples taken with real-time 
current imaging are presented in Fig. 2. In 
this mode the tip is held at a constant 
distance from the sample. Differential 
changes in the tunneling current determine 
the contrast level in the image so that lighter 
shades correspond to higher local tunneling 
currents. The average tunneling current is 
maintained at a set value by a feedback loop. 

For the A-cleaned sample, the STM was 
run in air with a bias on the tip Vb of + 1.0 

ceived no further ~rocesiine. In order to 
better determine na'tive oxid: thickness and 
surface morphology for transmission elec- 
tron microscopy, a polysilicon capping layer 
was added by chemical vapor deposition at 
620°C. Cross-sectional HRTEM samples 
were prepared in the usual manner (10). 

~ le&on microscopy was performed on 
the Philips EM430ST instrument, which 
allows re-solution of the lattice mints in V and an average tunneling current It of 1.0 

nA. Roughly circular features indicate sili- 
con "bumps" at the interface, which were 

silicon that are spaced 0.33 nm ap'art in the 
[Oli] projection. Typical high-resolution 
micrographs from A and B samples are 
shown in Fig. 1. The wafer normal is the 
vertical [loo] direction noted on the micro- 
graphs. Lattice points in the substrate, the 

found to bk approximately 1.5 nm in diame- 
ter, with an observed density of 8 x 1012 to 
10 x 1012 ~ r n - ~ .  We illuminated the p-type 
semiconductor with visible white light in 

mokled contra; of the amorphous oxide, 
and (111)-type lattice planes in the polysili- 
con overlayer are clearly visible. Note partic- 

order to generate additional free electrons 
and thus enhance the tunneling process. 
This technique has previously proven useful 
in examining semi-insulating GaAs by STM 
(13). 

The sample subjected to the B clean was 
more difficult to image because of the 
thicker oxide. Figure 2B was taken in a 200- 
mtorr environment with Vb = + 5  V and 
I, = 1.3 nA. A higher voltage was required 
primarily because the oxide was thicker. The 
features we saw were slightly smaller and 
somewhat more numerous. The observed 
densitv was 15 x 1012 to 20 x 1012 

ularly that the imaging of lattice fringes in 
the polysilicon permits a clearer determina- 
tion of the oxide layer thickness than was 
made by previous workers (11). The native 
oxide thickness for clean A ranged from 0.5 
to 1.5 nm over fairly small lateral distances 
(<8 nm), as demonstrated in Fig. 1A. The 
average thickness was 1.0 nm. The oxide 
layer was continuous over all regions exam- 
ined. Interfacial steps are occasionally larger . - 

than one atomic layer and on average are 
spaced 4.3 nm apart. Process B also resulted (that is, about twice that observed in the A- 

cleaned sample). 
For comparison with the HRTEM re- 

sults, we needed information about the in- 
terface fiom STM. Real-time STM images 
represent the modulation of barrier width as 
a function of position. Typically such images 
depict surfaces observed by electron tunnel- 
ing through a single vacuum barrier. In this 
case, however, tunneling proceeds through 
an oxide-vacuum bilayer. The arguments 
below are made to demonstrate that the 
imaged current will depend much more 
strongly on the location of the Si-SiO2 
interface than on the relative position of the 
oxide-vacuum boundary. 

Since macroscopic features are being im- 
aged, a band representation appropriately 
describes the tunneling process. Figure 3 
devicts the band structure of the metal- 
vacuum-oxide-semiconductor system for a 
p-type sample and a positive bias on the tip 
(+ Vb). To maintain a stable current without Fig. 1. Cross-sectional hi h resolu- 

tion micrographs of ~ i ( f 0 6 )  sam- 
ples that underwent cleaning treat- 
ments that ended with (A) an HF 
treatment (A cleaning) or (B) a 
suhric peroxide step (B cleaning). *: '5 nm .- .:,;, > :', * - * T - = ~  . . -  . _ . , 

' ' & ". " '& a 4 - I S  8 

Arrows indicate interfacial stem . .- 

driving the tip into the insulator, it was 
desirable to maximize the tunneling current. 
This requires a positive value of Vb and a 
large number of electrons in the silicon 
conduction band, which was accomplished 
in the present study by optically generating 
additional electrons in p-type samples. The 
barrier V(x) between the boundaries xl and 
xz is shown in Fig. 3 with a dashed line. The 

i d  oxide thickness variations h 
(A). The density of stepped areas in 
these micrographs may vary some- + LO1 lJ 
what from the average values for 
each sample. 
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current J through this bamer is (14) 

J = I  IT^ [FI(E) -- ~ ~ ( ~ ) ] d k +  dE 2 1 ~ h  

(1) 
where q is the electron charge, h is Planck's 
constant, Tt is the tunneling probability, E is 
the electron energy, F (E) and F2(E) are the 
Fermi distribution functions in the tip and 
sample, respectively, and kT is the transverse 
momentum. The Wenuel-Kramers-Bril- 
louin approximation gives a relation be- 
tween T, and the barrier height [V(x) - El 

where m* is the effective mass of the camer. 
Examination of Eq. 2 indicates that small 

variations in the substrate-native oxide in- 
terface location (&-,) change the tunneling 
probability by approximately exp[-A(&.,) 

(3.25 e ~ ) " ~ ] ,  where A is a constant. Such 
variations at the oxide-vacuum interface (6,) 
alter T, by approximately exp{-A@,-,) 
[(4.15 ev)'I2 - (3.25 e~) '"]}.  The latter 
effect is significantly smaller for comparable 
values of 6,., and ti,,, as shown schemati- 
cally in Fig. 4. Since the HRTEM images 
demonstrate that variations in the oxide 
surface are less than or similar in magnitude 
to those at the substrate-oxide interface, 
tunneling is dominated by the morphology 
of the silicon-native oxide boundary. 
Changes in oxide thickness are simple com- 
binations of the changes in interface loca- 
tions, and again 6,., will dominate. 

The density of features observed by 
HRTEM is about one-tenth of those seen in 
the STM images. The presence of a second 
interface is not responsible, as shown above. 
The features scaled appropriately with 
changes in the area scanned in STM, which 
confirmed that these are real variations in 
the sample and not artifacts due to instru- 

Fig. 2. Real-time STM images of native oxide samples after (A) the A cleaning and (B) the B cleaning. 
The [loo] wafer normal is perpendicular to the plane of the images, toward the reader. 

Silicon 
Tungsten Vacuum dioxide Silicon 

Fig. 3. Schematic band structure of the tungsten1 
vacuumloxidelp-type semiconductor system for 
positive Vb. The energies EF, Ec, and Ev are the 
energies o f  the Fermi level, the conduction band 
edge, and the valence band edge, respectively. The 
energy qVb is the electron charge times the ap- 
plied bias and represents the difference in electric 
potential between the tunneling tip and the sam- 
ple. 

Oxide-vacuum 
interface I 60, 5 1 

Substrate-oxide 
interface 1 5 6s-o 1 

Fig. 4. Diagram that illustrates the spatial varia- 
tion in the logarithm o f  the current density as a 
result of equally sized steps at the substrate-oxide 
and oxide-vacuum interfaces. The plot is to scale. 

mental noise, tip morphology, or capacitive 
coupling benveen the signals that controlled 
the piezoelectric scanning drives and the 
tunneling current. Since single-monolayer 
steps are detectable in the HRTEM micro- 
graphs, the additional features imaged by 
STM cannot be due to smaller steps. 

The most probable cause of the discrepan- 
cy is the effect of projection in HRTEM (6). 
The superposition of several individual pro- 
trusions may result in only one apparent 
atomic ledge. Also, irregularities with very 
small lateral dimensions may not provide 
sufficient image contrast when masked by 
amomhous oxide in the direction of the 
electron beam. These phenomena may be 
visualized by projecting the STM images of 
Fig. 2 onto either of the lateral axes. Addi- 
tionally, STM provides information about 
the shape of the stepped areas. Rather than 
having ledges that extend for long distances 
across the sample, as have been seen with 
reflection electron microscopy for clean on- 
axis Si(ll1) surfaces (15) and vicinal sur- 
faces of metals (16), STM shows that on-axis 
Si(100) samples with a native oxide display 
steps that extend over small, roughly circu- 
lar, and occasionally overlapping regions. 
Thus the STM data provide a better repre- 
sentation of the true feature densities and 
shapes. 

In this study transmission electron mi- 
croscopy was required in order to find the 
interfacial defects and identifv their nature. 
The wide range of magnifica;ions available 
in the transmission electron microscope es- 
tablished the scale and depth distribution of 
features of interest. HRTEM readily differ- 
entiated between pinholes or inclusions in 
the dielectric, interfacial precipitates, and 
steps or protrusions at the interface. Such 
effects might not have been readily distin- 
guished by STM. However, STM provided 
a more detailed view of the interfacial  lane 
and was invaluable for clarifying the shape 
and distribution of nanometer-scale fea- 
tures. The coupling of these techniques of- 
fers great promise for atomic-level character- 
ization of materials. 
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Radioactive Cesium from the Chernobyl Accident in 
the Greenland Ice Sheet 

Measurements of cesium-134 and cesium-137 in Greenland snow together with 
models of long-range transport have been used to assess radionuclide deposition in the 
Arctic after the Chernobyl accident. The results suggest that a well-defined layer of 
radioactive cesium is now present in polar glaciers, providing a new reference for 
estimating snow accumulation rates and dating ice core samples. 

N UCLEAR WEAPONS TESTS IN THE 
1950s, 1960s, and 1970s emitted 
large amounts of man-made radio- 

isotopes into the atmosphere. Some of this 
material eventually reached glaciers in the 
Arctic and Antarctic regions, providing a 
permanent record of the deposition of ra- 
dioactivity associated with specific tests. 
These radioactive signatures have been used 
to determine snow accumulation rates, to 
date ice core samples analyzed for other 
contaminants, and to study long-range at- 
mospheric transport (1 ). Emissions from the 
explosion and fire at the Chernobyl nuclear 
reactor in April 1986 have resulted in an 
additional radioactive layer in polar glaciers. 
This layer is of considerable interest: unlike 
weapons tests, which injected radioactive 
material into the stratosphere where resi- 
dence times are more than a year, the Cher- 
nobyl emissions were confined to the tropo- 
sphere where residence times are at most a 
few weeks (2). The resulting deposition thus 
occurred over a relatively short period, and 
this enables us to assign a narrow time 
interval to the radioactive layer. In the pre- 
sent study, we identify the Chernobyl signa- 
ture in the Greenland Ice Sheet. We also 
attempt to relate characteristics of the de- 
posited radioactivity to the atmospheric 
transport pathways and deposition processes 
involved. 

Samples were collected from a snowpit 23 
km southwest of Dye 3, Greenland, in late 
July 1986. This location is near the ice 
coring site established by Mayewski e t  al. 
(3 ) .  The snowpit walls were sampled in 

continuous adjacent layers to a depth of 1.5 
m under strict contamination control (3-5). 
The density was measured in each 5-cm 
layer, and the presence of ice strata and 
other distinguishing characteristics was re- 
corded. Samples were collected each 5 cm 
for 6180 analysis ( 6 ) ,  and each 10 cm for 
radioactive cesium analysis (7). 

Results of these analyses show that detect- 
able levels of '34Cs and '37Cs occurred only 
in one layer, between 10 and 20 cm below 
the surface. The concentrations in three 
identical samples extracted from this layer 
are 2.0 i 0.8 pCi/liter for 1 3 4 ~ s  and 
6.2 2 1.4 pcilliter for 137Cs (average 2 
standard deviation). If we take into account 
the thickness of the layer and the density of 
the snow, these values correspond to total 
(wet plus dry) deposits of 0.072 r 0.030 
mCi'km2 for 134Cs and 0.22 r 0.05 
mCi/km2 for ' 3 7 ~ s .  All of the data have been 
corrected to 1 May. 

These deposition rates are much smaller 
than corresponding values measured in Eu- 
rope shortly after the accident. For example, 
deposition onto soil and vegetation was 
highly variable throughout Scandinavia, 
Germany, the United Kingdom, and the 
Mediterranean region, with values for both 
radionuclides ranging from <1  to several 
thousand millicuries per square kilometer 
(2, 8). Deposition rates to bulk wet-dry 
collectors in North America were closer to, 
but still somewhat greater than, the Dye 3 
snow values. Seven sites in the Canadian 
Arctic had total deposition rates averaging 
0.3 mCi/km2 for '34Cs and 0.7 mCi/km2 for 

'37Cs during May (9). Total deposition rates 
of '34Cs at sites in the western United States 
were typically 1 to 2 m ~ i i k m ~ ,  with Mid- 
west &d ~ a s t  Coast locations reporting 0.1 
to 1 m ~ i i k m ~  (10, 11). Values for 137Cs in 
the United States were generally two to 
three times as large as those for '34Cs, 
consistent with the 137Cs/134Cs activity ratio 
of 3.0 * 0.24 observed in Greenland. A 
single sample of the 10- to 20-cm layer was 
also analyzed for 90Sr, giving 1 3 7 ~ s P 0 ~ r  
equal to 20.2 corrected to 1 May (12). In 
comparison, values of this ratio in accumu- 
lated deposition on soil and vegetation were 
19.0 in Denmark (13) and 24.4 in Italy 
(14). 

Fi re 1 shows the calculated dispersion 
of 13%s from Chernobyl during late April 
and early May, based on an Eulerian long- 
range transport model. The simulation was 
developed by Pudykiewicz specifically for 
assessing atmospheric transport of emissions 
from the accident (1 5). This figure indicates 
that a portion of the radioactive cloud 
crossed Greenland near the end of A~r i l .  
The cloud continued moving south k d  
west, reaching Canada and eventually the 
United States in earlv Mav. This scenario is 
consistent with available d'ata: airborne mea- 
surements show that ' 3 4 ~ s  and 1 3 7 C ~  from 
Cherilobvl first reached the comrnunitv of 
Alert in tke northeastern Canadian ~rct;c on 
1 Maj7, the area north of Hudson Bay on 2 
May, and sites in Alaska, southern Canada, 
and continental United States sometime be- 
tween 6 and 10 May (9, ll). Furthermore, 
comparisons between results of the model 
and measured ground-level concentrations 
at several locations in Canada show good 
quantitative agreement (15). The dispersion 
patterns in Fig. 1 are similar to those calcu- 
lated bv ~awrence  Livermore National Lab- 
oratory with a different simulation tech- 
nique (16). 

How did this atmospheric material reach 
the surface of the Greenland Ice Sheet? To 
explore this question, the 8180 data from 
the snowpit have been compared with the 
meteorological records fromDye 3 to iden- 
tify the most probable time period and the 
specific storms represented by the 10- to 20- 
cm layer. The method has been discussed 
elsewhere (5). The procedure indicated that 
this layer corresponds to a time interval 
containing the following storms (with accu- 
mulation rates in centimeters of snow): 9 
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